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Control for Emergency Collision Avoidance
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Abstract—This study proposes a control structure based on
imitation learning (IL) of nonlinear model predictive control
(NMPC) for vehicle collision avoidance systems. An NMPC was
employed to achieve maximum collision avoidance ability by
integrated steering and braking, then later imitated by a deep
neural network (DNN) to satisfy real-time capability. Previous
studies that imitate NMPC have proven its control performance
and computation efficiency. However, there were limitations
in applying to vehicle collision avoidance systems. Despite its
dangerous situation, data set for imitation should be obtained
by experiments using the controlled plant, and weaknesses in
handling model parameters were shown. Therefore, this paper
proposes a novel IL-based control structure suitable for collision
avoidance systems that overcame such limitations by building
a feedforward feedback structure so that the data set trained
for imitation can be made offline and applying an input dimen-
sionalization process to ensure robustness to parameter changes.
CarSim-based human-vehicle interactive simulation experiments
demonstrated that the proposed IL-based control structure had
no issue applying the offline trained DNN in the simulation while
showing robustness to parameter changes.

Index Terms—Imitation learning, Collision avoidance control,
Nonlinear model predictive control, Advanced driving assistance
systems

I. INTRODUCTION

ITH the active development of automotive technology

across industries, the demand for advanced safety
systems has increased in the past three decades [1]. Besides
the development of self-driving vehicles, various attempts have
been made to develop advanced driving assistance systems
(ADAS:Ss) that can maximize the possibility of avoiding vehicle
crash accidents by taking over the control inputs of the vehicle
from human drivers [2]. Such ADASs can compensate for
human factors such as misjudgments and slow response by
providing precise perception, safe decision algorithms, and
advanced control methods [3].

Likewise, collision avoidance systems that can evade the
vehicle from accidents with surrounding vehicles [4], [5]
and pedestrians [6]-[8] have been in trend to be applied in
mass production vehicles by manufacturers. It is well-known
that evasive maneuvers based on both steering and braking
can maximize the chance of collision avoidance compared
to maneuvers involving braking only [9]; therefore, collision
avoidance systems with active steering and braking have been
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studied actively to enhance passenger safety. Both steering
and braking should be controlled carefully by considering the
complicated nonlinear vehicle dynamics and friction limits for
vehicle stability [10]. Many studies attempted to solve these
problems via two processes. The first process is to define a
collision-free path [11], and the second is to control the vehicle
track the path without loss of stability [12].

Studies on collision-free path generations applied tech-
niques such as spline curves [4] or potential fields [5]. Friction
limits of the ground were reflected by limiting the curvature,
and vehicle ride quality was improved by considering the
estimated accelerations. Once the path was generated, studies
used various controllers, such as linear quadratic Gaussian
control [13], to make the vehicle follow the path. Nonlinear
controllers, such as sliding mode control [14] or nonlinear
adaptive control [15], were also applied to consider the non-
linearity in positional relations of the vehicle. The above
controllers showed great tracking results; however, as the
controller demanded the vehicle to behave more urgently,
unstable behavior in the vehicle was likely to arise, as the
friction limits became violated [4].

On the other hand, model predictive control (MPC) can
consider the physical constraints of the friction limits guar-
anteeing the stability of the controlled vehicle [12]. MPC
takes the future reference path into account and calculates the
optimal control input satisfying the physical constraints, and
therefore is regarded as a suitable path tracker among many
types of controllers. Moreover, in the case of the nonlinear
MPC (NMPC), nonlinearity in the positional relations of the
vehicle can be considered and optimized, as well as the control
inputs. This means that the evasive path for collision avoidance
can also be optimized using NMPC, where nonlinear vehicle
dynamics and physical constraints are considered directly [16],
[17]. MPC can be divided into linear MPC (LMPC) and
NMPC depending on the model structure that is used [18].

LMPC uses a linear model to formulate convex problems
that can be solved with a small amount of computation. Linear
vehicle and tire models were used to make the vehicle follow
the evasive path. Considering friction limits, linear constraints
containing vehicle states, such as slip angles [5] and yaw rate
[4], [19], were applied to obtain both tracking performance and
vehicle stability. However, tracking controllers using LMPC
have limitations in that the accuracy of the linear model
becomes poor under extreme situations where nonlinear behav-
iors of the vehicle become dominant. Therefore, studies often
restrict the vehicle behavior in a linear region by controlling
the vehicle only by steering [5] or limiting the reference
[20] to maintain the model linearity. Using the linearized
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Fig. 1. Proposed control architecture where nonlinear model predictive control (NMPC) is imitated by a deep neural network (DNN) and linearized time-

varying (LTV)-linear quadratic (LQ) control are co-located.

model [21], [22] of the nonlinear model mitigated such issues.
Integrated control [21] of both steering and differential braking
for collision avoidance became possible, resulting in improved
tracking performance. However, when the linearization point
changes a lot or is no longer valid, the controller performance
becomes poor and the optimization problem can be even
infeasible [22], such as in an emergency avoidance situation
where an obstacle suddenly appears.

NMPC overcomes the drawbacks of the LMPC by handling
nonlinear models and constraints directly. It formulates non-
convex problems that are solved with a massive computation
but guarantee high control performance [18]. Studies consid-
ered a nonlinear full-car model with a nonlinear tire model to
fully use the behavior of the vehicle under extreme evasive
situations [23]. Friction limit circles [24] of each tire were
directly handled as nonlinear constraints in the NMPC, guar-
anteeing more stability in the vehicle behavior. Furthermore,
unlike LMPC, in which collision-free paths should be pre-
defined, a path generation process is not required because the
avoidance trajectory can also be optimized by considering the
nonlinearities related to vehicle position. By only considering
the safety lane, the evasive path and the control inputs can
be both optimized by the NMPC, showing greater evasive
performance than other controllers [16], [17]. However, the
high computation load makes its real-time implementation
nearly impossible. Therefore, attempts were made to reduce
the computation load of NMPC while maintaining its control
performance. An attractive method studied recently is applying
imitation learning [25] to replace the NMPC with an artificial
neural network.

Imitation learning (IL) is derived from reinforcement learn-
ing and has been studied for environments where defining an
appropriate reward function was difficult. Instead of setting
the reward function, IL makes the agent learn directly from
the expert’s demonstrations. The simplest structure is behav-
ioral cloning [26], famous for applying it to an autonomous
vehicle in 1988 [27]. Distributional shift problems existed in
behavior cloning, which put the agent into a state that the
expert has never visited. Dataset aggregation (DAgger) [28]
mitigated such problems by aggregating more training data
via the expert’s feedback when the agent gets lost. Inverse

reinforcement learning [29], famous for generative adversarial
imitation learning (GAIL) [30], is another structure for IL that
tries to learn the reward function from a limited set of expert
demonstrations. While accessibility to experts was a challenge
for IL, studies have been actively conducted to imitate NMPC
via IL because such problems could be overcome by having
NMPC as an expert.

A. Exisiting methods of IL of MPC

One study proposed a guided policy search (GPS) algorithm
for a quadrupedal robot. This policy, which is structured in
a mixture-of-experts network, is guided by solutions of the
NMPC [31]. Control Hamiltonian was proposed as the loss
function to improve the constraint satisfaction of the trained
policy. A similar NMPC-based GPS approach was used to
train a neural network policy for autonomous aerial vehicles,
and it achieved successful control without knowledge of the
full state [32]. A deep neural network (DNN) was trained
using the data buffer obtained from the results of NMPC,
and simulation results of applying the DNN to the four-
wheel mobile robot were obtained [33]. In the case of vehicle
control, an NMPC-based path-tracking controller was trained
to a DNN, and NMPC-based and DNN-based controls were
compared experimentally; only a slight difference was found
between the tracking results [34]. Real-time drifting control of
an RC car could be performed by the same method because
the nonlinearities of the dynamics were considered [35].

Implementing the IL with NMPC as an expert has been
studied actively, and its performance was proven. However,
applying it to vehicle avoidance collision control is still
challenging for the following reasons. First, data set for
imitation is nearly impossible to be obtained from vehicle
experiments under collision avoidance situations. However,
[33]-[35] require extensive real-world experiments to obtain
training data for the DNN, as DNN relies on the plant’s current
state for control input calculation. Moreover, studies [31],
[32] rely on on-policy learning, meaning the policy should be
applied during the collision avoidance experiment, which may
be very dangerous. Lastly, previous approaches cannot handle
parameter changes of the plant because the controller is formed
into a single neural network. Dangerous situations can arise if
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the safety constraints are not guaranteed to be satisfied under
such parameter variation, as vehicles frequently undergo such
variations.

B. Proposed method

Therefore, this study proposes a novel control structure
based on the IL of the NMPC, which is made suitable for vehi-
cle collision avoidance systems. A DNN is used for imitiating
the NMPC. Compared to previous studies, data for training
the DNN can be obtained offline using a nominal vehicle
model-based simulation, meaning that countless experiments
involving the plant vehicle become unnecessary. Robustness
to changes in the vehicle parameters was achieved by input
dimensionalization, in which the changed parameters were
considered and used to modify the control inputs to satisfy
the safety constraints under parameter changes.

In case of the NMPC, which is the reference for the DNN, it
comprises a nonlinear full-car model and brush tire model rep-
resenting the complex vehicle dynamics; a cost function that
makes the vehicle avoid the collision; and physical constraints
based on the friction limits to guarantee vehicle stability. The
controller controls the steering angle, and each tire braking
forces to make the vehicle move into the safety lane, thereby
minimizing the avoiding area to maximize passengers’ safety
from the pop up obstacles.

The overall control structure is shown in Fig 1. Control
inputs are divided into feedforward and feedback. The DNN
is applied in the feedforward that makes the nominal vehicle
model avoid the collision. This nominal vehicle model is the
model used in the NMPC and not the plant vehicle itself.
The remaining feedback controller is calculated in real-time,
thereby regulating the error between the plant vehicle and the
nominal vehicle model. Input dimensionalization modifies the
DNN outputs considering the changed vehicle parameters.

C. Contributions

The main contributions of this study are as follows: A
suitable control structure based on IL of NMPC for collision
avoidance is proposed. (1) This control structure can be trained
by offline-made data. (2) It is robust to parameter changes.
(3) A novel collision avoidance control for vehicles using
IL is proposed, and this control provides excellent evasion
performance and real-time control capability.

D. Paper structure

The remainder of this paper is organized as follows. In sec-
tion II, the NMPC, which is imitated by a DNN, is explained
in detail, and the process of IL is introduced. Section III
explains the input dimensionalization process, which modifies
the control input suitable to the plant vehicle to achieve
robustness to parameter changes. Section IV explains the
feedback controller. An analysis of experimental verifications
via CarSim-based human-vehicle interactive simulation is pre-
sented in section V. Finally, the conclusions and future work
are mentioned in section VI.
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Fig. 2. Nonlinear full-car model.

II. IMITATION LEARNING

This section introduces the components of the IL, namely,
NMPC and behavioral cloning.

A. Problem statement

The main objective of the controller is to avoid collision
of the vehicle with a pop up obstacle when sufficient space
is not available to avoid the crash by braking only. When the
collision avoidance system is initiated, the controller controls
the braking force of each wheel and the steering angle to
maximize the chance of avoiding a collision.

In this study, the priority of the controller is to minimize
the avoiding area, allowing more space between the vehicle
and obstacle. This approach can maximize the chance of
guaranteeing safety to the driver and the passing obstacle.
Therefore, the controller tries its best to maneuver the vehicle
to the safety lane, regardless of the size or shape of the
obstacle. As the NMPC can optimize the evasive trajectory
as well, only the safety lane is set as the reference for the
controller.

B. Nonlinear model predictive control

In this study, an NMPC was designed to control the vehicle
to maneuver it into the safety lane by controlling the steering
angle and brake forces. To fully use the vehicle’s evasive
ability, a nonlinear full-car model with a brush tire model was
used for the NMPC prediction model.

1) Nonlinear prediction model: The nonlinear full-car
model, shown in Fig. 2, can accurately express the longitudi-
nal, lateral, and yaw movements of the vehicle with reference
to the forces on each tire. By applying force-balance and
moment-balance equations, the planar motion of the vehicle
can be expressed as shown in the following equation [36]:

mag = (Fx,fl + Fa:,fr) COS(5) + Fx,rl + Fa:,rr

— (Fy g1+ By g) sin(s) — Co? e
may = (Fy,yi + Fy, pr) cos(0) + Fy i+ Fypr (1b)
+ (Fz 71+ Fy fr)sin(9)
zd’ f (Fy i+ Fy pr) cos(8) — by (B + Fy )
+w ((Fy,f1 — Fy fr) cos(8) + Fypr — Fy 1) 10
+ 1y (Fo.p1 + Fu.pr) sin(9))

+w ((Fy, i = Fy,pr) sin(9))

where m is the mass of the vehicle; I, is its moment of inertia;
a; and a, are the longitudinal and lateral accelerations of
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its center of gravity (CG), respectively; v, is its longitudinal
velocity; 3 is the vehicle slip angle; 1 is the vehicle yaw;
0 is the front steering angle; Cy is the air drag coefficient;
ly and [, are the distances from the vehicle CG to the front
and rear axles, respectively; w is the half size of the vehicle
width; F, and F, are the longitudinal and lateral forces,
respectively, acting on each tire. The subscripts fI, fr, rl,
and rr represent the front left, front right, rear left, and rear
right tires, respectively.

According to the rotational coordinate transformation, a,
and a, can be expressed as follows:

e — Uz BY
Ay = Vg (B+¢)

In addition, the equation for describing the position of the
vehicle during the evasion can be expressed as follows:

jfpos = Ug COS(ﬁ + ¢)
ypos = Ug Sin(ﬂ + w)

where 0 and ypes is the global longitudinal and lateral
positions of the vehicle.

To consider the friction limits of each tire and analyze the
tire forces acting on the vehicle, a brush tire model [37] that
can handle friction limits and the nonlinear behavior of the
tire is applied. As the longitudinal tire forces are the control
variables, only the lateral tire forces obtained from the brush
tire model are used as follows:

_C (aja ),jzfl,fr,rlmr
if |a;] < tan™? (%‘;)

(2a)
(2b)

Ay =V

(3a)
(3b)

Cng,j 2
—CoF; jtan(a;) + sgn(aj)T tan®(«;) (4)

=4 CiF
TR tan® (o)

otherwise
—sen(a, )uF,
where « is the slip angle of each tire; Cj is the normalized
cornering stiffness at the linear region (o < 1), p is the road
friction; F, is the vertical force of each tire.
The slip angle of each tire can be expressed as follows:

le .
aﬂ:aﬁ:ﬂ+gw—5 (52)

I -

app = Qpp = 3 — ?w (5b)
The vertical force of each tire F, ; is calculated considering
the effects of shifting of the vehicle weight because of longi-
tudinal/lateral acceleration and roll stiffness of the front and

rear axles, as follows [24]:

F.pn= 21ng — Z—Lmar + ormay (6a)
F, = Ql—zmg — %mam O May (6b)
F, .= é—img + ];2] Mag + 0rMay (6¢)
F. .= % g+ ZCLQ Mag — ormay (6d)

where ¢ is the gravitational acceleration; L is the distance
between the front and rear axles; oy and o, are the front and
rear roll stiffness.

Using equations (1)-(6), a nonlinear model that represents
the vehicle planar motion can be obtained in a state space form
with a state vector and an input vector organized as follows:

Ty = fo (371)7 Uv) (7a)
Ty = [ypOSa Y, 1, B, U;c]T (7b)
Uy = [Fw,flaFw,fr;Fx,rlaFm,rma}T (70)

To fully consider and utilize the evasive capability of a vehi-
cle, the input delays caused by lower controllers should also be
considered. Therefore, delays are compensated by augmenting
the dynamics of the lower controller in the nonlinear vehicle
model [38]. These dynamics are approximated by a first-order
linear system as follows:

—Fy +ij, ji=fl fr,rl,rr
7'56: —§ 4 6™

(8a)
(8b)

TFmFr,j =

where 7p, and 75 are the time constants for the lower
controllers, and F;’Z and 6" are the new control variables.
Therefore, by combining (7) and (8), the nonlinear model

used for the NMPC is organized as follows:

i = f(z,u) %)
x = [z, u,]" (9b)
in in in in in]T
U= [ z,fUr+ x, fr x,rl7Fxrr75 ] (9C)

In addition, to obtain the model in a discrete domain,
the nonlinear state space equation is discretized using the
fourth-order Runge-Kutta (RK4) and zero-order-hold method
as follows:

x(k+1) = fa(x(k),u(k))
= fax(x(k)) + Bu(k)

where f;(x(k)) and B can be expressed as follows using the
identity matrix I and 7 = diag (75, , Tr,, TF,, TF,, T5):

(10)

Falw(k)) = [ o (k) + €(Ii1—;zf<(z;- 2K+ Ky) } (11a)
0
B:{I_e_z} (11b)

T is the sampling time, and K;, Ko, K3, and K, are the
components of the RK4 as follows:

Ky = fo (xper(k), uy(k)) (12a)
Ky = fo (2o (k) + lKlT uy (k) + %’VT) (12b)
K3 = f, (xvel( leT uy (k) + %VT) (120)
Ky = fo (xper(k) + K3T,uy (k) +~T) (12d)

where ~ is the w, (k) rate vector at step k. It can be approxi-
mated by calculating the average rate between step k£ and k+1
using (8) as follows:

_ du, (k) ~ Uy (k+ 1) — uy(k)
dt ) ) T (13)
= T (u(k) — uy(k))



JOURNAL OF KX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021

Y
e———————————— 1
= N Pop-up
()

U

\

y(ilk)

vy (ilk) cos(B(ilk) +p(ilk)) T

Fig. 3. Calculation of the avoidance area via mensuration by parts. The cost
function is defined to minimize the avoidance area required for a vehicle’s
evasive maneuver.

Using the nonlinear model (10), the future state X (k) of
the vehicle is predicted in the NMPC using the following
equations:

2(i+ 1k) = fq (x(i]k), u(ilk)), i=0~N—1 (l4a)
U(k) = [u(0[k), -+ ,u(N —1]k)]" (14b)
X (k) = [x(0k), -, (N]k)]" (14c)

where o(i|k) is the predicted future value in the k + i step
based on the k step; N is the prediction horizon; X (k) is
the vehicle’s future state; U(k) is the future control input
sequence.

2) Cost function: Using the predicted future state of the ve-
hicle, the NMPC optimizes the future control input sequence,
minimizing the cost function calculated over the prediction
horizon. To maneuver the vehicle immediately into the safety
lane in a collision emergency, a cost function regulating
the error between the lateral position of the vehicle and
the safety lane is defined for the NMPC. The cost function
J(x(0]k),U(k)) used in the NMPC takes the following form.

N-1
J(2(0lk), U(k)) = Y q(x(ilk), ulilk))+p (z (N|k)) (15)
i=0
where p (z (N|k)) is the terminal cost, and ¢ (z(i|k), u(i|k))
is the stage cost.
In this study, the terminal cost is neglected by including
a terminal constraint, which will be explained in the next
subsection, and the stage cost is organized as follows:

q (z(ilk), u(i|k)) = qavoia (x(i]k), u(ilk))
+ u(i|k)T Ryu(ilk)
+ Au(i|k)T RayAulilk)

(16)

where Guyoia ((i|k), u(ilk)) is the term for regulating the
vehicle to the safety lane; R,, and Ra,, are the positive definite
matrices that penalize input, and input change, where input
change can be calculated as follows:

0 if, i =0

u(ilk) — u(i — 1]k) (17

else

Au(ilk) = {

In previous studies, vehicle was made to track the reference
path, which is the safety lane in this study, by penalizing the
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Fig. 4. Evasive vehicle trajectories optimized by the two NMPCs with

different stage costs-one with the space domain and the other with the time
domain. (a) shows the optimized trajectory, and (b) shows the optimized
vehicle velocity.

lo-norm of the tracking error by defining the stage cost as
follows:

Gavoid (x(l|k)au(z|k)) = Q ’ (yPOS(i‘k))Q

where () is the positive gain that penalizes the tracking error.
Note that, the safety lane can be always thought as the x-axis
without loss of generosity.

The above term has the physical meaning that the tracking
error is penalized in the time domain. In the case of a collision
avoidance situation, the priority is to ensure the driver’s safety
during collision; this implies reducing the avoidance area, al-
lowing more space between the vehicle and obstacle. However,
maneuvering to the safety lane within a short time does not
precisely mean that the vehicle moves to the lane with the
smallest avoidance area. Therefore, this study proposes a stage
cost penalizing the avoidance area in the space domain rather
than in the time domain. The proposed stage cost represents
the avoidance area via mensuration by parts, as shown in Fig.
3, summing up the rectangular segments obtained by the left-
point rule [39]. Thus, the proposed stage cost can be obtained
as follows:

Gavoid (2(i[k), u(ilk))

= Qarea |ypos(z|k)vz(z‘k) COSs (/(/)(Z‘k) + ﬁ(”k)) T|
where Qe is the positive gain that penalizes the avoidance
area. By designing such a stage cost, the NMPC makes
the vehicle move to the safety lane, thereby minimizing the
avoidance area, and ensuring a higher possibility of collision
avoidance.

A simple verification was performed to show the difference
between two NMPCs with different stage costs; one with the
space domain and the other with the time domain. Fig. 4
shows the evasive vehicle trajectory and velocity optimized

(18)

19)
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by the NMPCs, which use the nonlinear model (10) with the
prediction horizon set to 50. (a) shows the optimized trajectory,
and (b) shows the optimized vehicle velocity. The constraints
and the details of the NMPC are not yet introduced, but the
difference in the results due to the different stage costs are
shown clearly in the figure.

In case of the time domain stage cost, the vehicle moves
quickly into the safety lane by maintaining its velocity to
achieve a higher convergence rate to the lane. On the other
hand, the space domain stage cost reduces the vehicle velocity
during the evasive maneuver, as a human driver would, to
converge to the lane with a shorter turning radius and thereby
resulting in a smaller avoidance area. The proposed stage
cost directly penalizes the avoiding area, reducing it by 2.5%.
That is, the avoidance distance is reduced by 2.5 m, which
is a meaningful improvement that can change the results of
collision avoidance.

The remark point of NMPC, compared to other collision
avoidance methods, is that NMPC does not require a pre-
defined path to avoid collision. The evasive trajectory is also
optimized during the control process, while other systems
require a pre-defined path, not optimized for the vehicle, to
follow. Therefore, generating an evasive path can be omitted
for the collision avoidance systems with NMPC, leading to
higher evasive performance..

3) Constraints: To secure vehicle stability during the eva-
sive maneuver, safety constraints were applied to the NMPC.
These constraints consider the maximum allowable forces of
each tire. It is crucial to generate the tire forces that are
within the limits of road friction because the control inputs
that exceed the friction limit of the road surface will cause
the tire to lose grip and cause the vehicle to become unstable
[22]. Therefore, constraints are defined to limit the sum of
the longitudinal and lateral forces of each wheel during the
prediction horizon as follows:

VB (il1) + (Fy 5 (ilR))? < AuF 5(ilk)
,j=fl, fryrl,rr, fori=0,1,--- N —1

(20)

where F, ;(i|k), F, ;(i|k), and F, ;(i|k) are the longitudinal,
lateral, and vertical tire forces, respectively, predicted using
the nonlinear model (10) within the prediction horizon, and
A € [0,1] is a constraint-tightening parameter to ensure
robustness of the NMPC that determines the extent of friction
limits applied.

A constraint that prevents the vehicle from crossing the
safety lane is also considered. Crossing the safety lane after
collision avoidance can lead to secondary accidents with
surrounding obstacles. Therefore, constraints that limit the
vehicle position are applied as follows:

s20(Ypos (01K) ) ypos (il k) > 0 @1)
,fort=0,1,--- ,N—1

The constraint maintains the sign of the lateral position of the

vehicle, thereby preventing the vehicle from crossing the x-

axis within the prediction horizon. Note that the safety lane is

the x-axis. In addition, the constraints that only allow braking
for the longitudinal tire force inputs are considered as follows:

Fy"(ilk) <0
,j=fl, fr,rl,rr, fori=0,1,--- /N —1

By combining (20), (21), and (22), constraints are organized
as an inequality:

(22)

Gineq (x(i[k), u(ilk)) <0
,fort=0,1,--- N -1

where the constraints can be expressed in terms of states x(i|k)
and inputs u(i|k) using equations (1)-(6).

Additionally, a terminal constraint is applied to prevent
unexpected results. Because the cost function proposed herein
is not a convex function, the optimization problem has various
local-minimum solutions, such as the solution making the
stage cost (19) converge to 0 by letting v + 8 — 90° not
by regulating y,,s — 0. Therefore, to avoid such results, the
terminal constraint is applied to ensure that the lateral position
of the vehicle is along the x-axis at the end of the prediction
horizon:

(23)

Ypos(N|k) =0

The terminal constraint eventually makes the value of the
stage cost zero at the end of the prediction horizon; therefore,
the terminal cost P(z(N|k)) is neglected in (15). (15) repre-
sents the sum of the stage costs over the remaining infinite
horizon ¢ = N,---,00; therefore, the proposed terminal
constraint also makes the controller more stable [18].

4) Nonlinear optimization: Finally, by applying the nonlin-
ear prediction model (14), cost function (15), and constraints
(23), (24), a nonconvex optimization problem for the NMPC
can be formulated as follows:

(24)

min J(z(0lk), U(K))
subject to  z(i + 1|k) = fa(z(i | k), u(ilk))
Gineq (€ (i|k), u(ilk)) < O -
Ypos(N|k) =0
z(0lk) = z(k)

fort=0,---N —1

Sequential quadratic programming [40], which is a noncon-
vex optimization solver, is used to solve the problem, and the
first elements of the input sequence are used as control input
unmpc at the nominal vehicle state Z(k) as follows:

As mentioned in section I, the NMPC calculates the control
inputs to ensure the nominal vehicle model used in the NMPC
avoids collision. Therefore, the nominal vehicle model state
Z(k) is used for the initial state of the NMPC, which is
obtained by the nonlinear model as follows:

Z(k+1) = fq(z(k), unmpc(Z(k)))

The state of the nominal vehicle model is initialized to the
plant vehicle state at the initiation of the collision avoidance
system; the nonlinear model then calculates it during the
control process.

27)
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Data acquisition for imitation learning
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Fig. 5. Imitation learning architecture replacing the NMPC.

TABLE I
INITIAL CONDITIONS FOR THE OFFLINE NOMINAL VEHICLE
MODEL-BASED SIMULATION.

State | Range [ State [  Range
Ypos [M] 2,3, 4 ¢ [deg] -3,0,3
1 [deg/s] -2,0,2 Bldeg] | -0.5,0,0.5
v, [km/h] | 70, 80,90 | Fy [N] | -1000, 0

0 [deg] -1,0, 1 - -

C. Behavioral cloning

Behavioral cloning was adopted to enable the NMPC to
be imitated by a DNN via supervised learning, mitigating
the computation load of the controller, as shown in Fig. 5.
Although advanced IL methods such as DAgger and inverse
reinforcement learning can be used, this study applied be-
havioral cloning due to its simple structure and the verified
imitation performance of the NMPC by previous studies. In
case of other methods are used instead of behavioral cloning,
the structure proposed in this study can be applied the same.

1) Data acquisition: Because the proposed NMPC con-
trolled the nominal vehicle model, offline simulations were
generated based on the nominal vehicle model, and the training
data set was obtained. The inputs Xpny and outputs Ypnn of
the data set are formulated as follows:
1
2

T
T

unmpc (T1)

Data set : [XDNNa YDNN] = UNMPC (jQ) (28)

where z* for ¢ = 1,2,--- are the sample nominal vehicle
states, and unwpc(Z°) is the NMPC control input obtained by
(25). As mentioned earlier, no experiments involving the plant
vehicle are needed; instead, data are generated offline through
the nominal vehicle model-based simulation as follows:

i‘i+1 = fd(i'i,uNMpc(i‘i)) fori=1,--- 29)

Offline simulations were performed with various initial
conditions, as summarized in Table I, until the nominal vehicle
model converged sufficiently to the safety lane. A total of
72,900 data were used for training. The initial conditions
represent the vehicle states and driver’s inputs before initiating

TABLE II
RESULTS OF BAYESIAN OPTIMIZATION FOR SELECTING
HYPERPARAMETERS OF THE DNN

Rank Loss (x 104) Iihdden Nodes Learning
ayers rate

1 29.9 3 43 10—3-00

2 31.0 3 46 10-312

3 32.0 9 7 | 10-268

the collision avoidance system. For the braking forces made
by the driver’s input, the ratio of the force of each wheel is
set constant considering the braking ratio n = 0.4 between the
front and rear axles as follows:

FJ:,fl - Fx,fr - F.L
Fa:,rl = F:E,rr = an

(30a)
(30b)

The inputs and outputs of the data sets were standardized for
better training, and they were split into training and validation
data sets in the ratio of 8:2, used for training the DNN
and optimizing the hyperparameters, respectively. The trained
DNN was later applied in the CarSim-based human-vehicle
interactive simulation. Note that the DNN was pre-trained only
using the data set obtained offline and applied to the plant
vehicle.

2) Supervised learning: A fully connected DNN, with 10
inputs and 5 outputs as shown in Fig. 5, was used as previous
studies [33]-[35]. Adaptive moment estimation (Adam) [41],
with gains as [42], was used to optimize the DNN weights. The
weights were optimized, thereby minimizing the loss function,
which was set as the mean squared error (MSE) between
the actual uxmpc(Z°) and imitated control input upnn(Z°) as
follows:

Np
MSE = — Z (UNMpc("fi) — UDNN([Z'i))2
i=1

3D

where Np is the batch size for the training process set as
256. The hyperparameters of the DNN learning process, such
as the number of hidden layers, nodes, and learning rate,
were optimized by the Bayesian optimization (BO) [43] with
the expected improvement as the acquisition function. The
results are listed in Table II, and the DNN structure with the
greatest performance was used for IL. To prevent overfitting,
the training was terminated using early stopping, which stops
the learning if the loss function does not improve for a certain
number of epochs.

Further verification of the reliability of the DNN is needed
to guarantee the safety of the proposed system. Such strict
verifications are major challenges in learning control fields
[44], [45], including not only imitation learning but also
reinforcement learning and data-driven controls. In this study,
it is assumed that the data set can cover the state space fully;
therefore, the trained DNN’s reliability is considered sufficient
to be applied in the system. This is because the limits on
access to training data are removed as the data set is based on
the offline simulation. The data was sufficiently collected, as
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shown in Table I. However, rigorous verification for reliability
is still needed and therefore is left for future work of this study.

III. INPUT DIMENSIONALIZATION

This section explains the input dimensionalization process,
which makes the proposed IL structure robust to parameter
variations.

A. Objective
After the NMPC is imitated by a DNN,

UNMpc(f(k)) — UDNN(.f(k‘)) (32)

an input dimensionalization (ID) process is performed to
overcome the weakness of IL that cannot handle changes
in model parameters. If the plant vehicle parameters change,
safety constraint satisfaction may not be guaranteed when the
DNN is directly applied to the controller. This can lead to
dangerous situations caused by the unstable behavior of the
vehicle.

Therefore, the ID modifies the control input upnn(Z(k)), to
make the plant vehicle safer under such parameter variations
by considering the changed parameters. The targets of param-
eter variations are m, I, l¢, h, and Cop, which are used in the
NMPC. For variations in these parameters, the control input is
modified to satisfy the constraint (20) because satisfying the
friction limit constraint during evasive maneuvers is crucial to
vehicle stability. To do so, the aim of the ID is to keep the
grip ratio of the friction limits utilized for each tire of the
plant vehicle identical to that of the nominal vehicle model.
The grip ratio can be expressed as follows:

2 2
(Frj)” + (Fy,j)
pE

When the DNN is directly applied to the controller, the grip
ratio may surpass the friction limit, for example, because of
the reduction in the vertical force F ; due to the decreased
mass of the plant vehicle. On the other hand, when the
DNN employs ID, the control input is modified, for example,
reducing the braking force F); ; to match the grip ratio of the
plant vehicle with that of the nominal model.

, for j = fl, fryrl,rr (33)

B. Methodology

Suitable results can be achieved by ensuring that the
nominal model and plant vehicle have identical longitudinal
and lateral force ratios for the maximum allowable force of
each tire. For the nominal model, the ratio can be calculated
considering the nominal vehicle state Z(k) = [z, (k), @y (k)"
using the equations (1)-(6) as follows:

_ _ [ Eep(k)  Fugr(k)
o (o) 000 = 0 g, () (34)
Fz,rl(k) Fz,rr(k) Fy,jl(k) g

,UFz,rl(k) , ,UFz,Tr(k) ’ NFz,fl(k)

where F, ;(k), F, ;(k), and F, ;(k) for j = fl, fr,rl,rr are
the longitudinal, lateral, and vertical forces acting on each

tire of the nominal vehicle model. Only the front left tire is
considered for the lateral force because modifying the steering
angle input can only change the ratio of the front tires, and
the ratios for the left and right tires are identical as the slip
angles are identical (5a). The remaining lateral force ratio of
the rear tires is supplemented by the feedback controller, which
is introduced in section IV. Here, Anom(Zv,uy) iS obtained
using the nominal parameters m, I, l¢, h, and C.

Then, @, (k) can be obtained solving the following equation:

Pirwe (20 (K), o (K))) = hnom (o (K), 4o (K)) — (35)

where 2, is a portion of the state of the plant vehicle, and
hTme(acv7 ) considers the true model parameters, namely, 17,
IZ, I fs h and CO The above equation implies that if the state
of the plant vehicle is controlled as follows:

2(k) = [Bo(k), G (k)]" = [20(k), T (k)] " (36)

The grip ratio utilized during the evasive maneuver is kept
the same as the ratio obtained from the NMPC, even under
parameter variations.

Therefore, the modified input ugr(k), which is obtained by
ID, is calculated to ensure that the vehicle state satisfies the
above equation. However, because the input is delayed by the
dynamics of the lower controller (8), these conditions cannot
be satisfied at the current step k. Alternatively, input upg(k)
ensures that the predicted state of the plant vehicle at step
k + 1 based on step k satisfies these conditions. This input is

given as follows:
- _ (s - T
T(1lk) = [wu(llk),uv(l\f)] 37)
[ (1k), 0, (18]

where 1,(1|k) can be obtained by solving the following
equation, which is composed of the predicted states of the
plant vehicle and the nominal vehicle model:

hTrue(-'i‘v(Hk)aav(l'k))

(@ (1R, a0 O
Therefore, by calculating the predicted states using (14):
B(LIk) = [ (1K), @y (1]F)]"
= fa (@(k), urr(k)) (39a)
2(1|k) = [, (1|k), o (1[F)]"
= fa (Z(k), upnn(Z(K))) (39b)

where fy.(z,u) is the discretized nonlinear model (10)
applied with the true model parameters, upr(k) satisfy the
following equation:

o (1]k) = e~ F iy (k) + (1 - e-%) upp(k)  (40)
and can be obtained as follows:
Gy (1K) — e~ 7 ay (k
—e <

By the aforementioned ID process, the control input ob-
tained from the DNN is modified to satisfy the friction limit
constraints even under parameter variations, thereby ensuring
robustness of the IL algorithm to parameter changes.
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Using the same method, the future feedforward input se-
quence Ugg(k) can also be predicted as follows:

Urr(k) = [urr(0[k), urr(1]k), -~ ]" 42)
with upp(0|k) = upr(k). The following equations hold:
, @, (i + 1]k) — e” 7 i, (i|k
e (i) = (i +1[k) (ilk) 43)

T
I—e 7

where 4, (i + 1|k) can be obtained by solving the following
equation:

hTrue(xv(Z + 1|k) uv( 1|k )

= o i+ 1)+ 118 Y
The predicted states are calculated as follows:
(i + 1|k) = [0 (i + 1|k), @y (i + 1[E)]"
= fa (&(ilk), urr(ilk)) (45a)
Z(i + 1|k) = [Zo(i + 1|k), @ (i + 1]K)]”
= fa (2(ilk), uonn (Z(i|k))) (45b)

Such a future feedforward input sequence is used in the
feedback controller for linearizing the nonlinear model; this
step is introduced in the next section.

IV. FEEDBACK CONTROLLER

This section introduces the feedback controller in the control
structure as shown in Fig. 1. This controller regulates the error
between the plant vehicle and nominal vehicle model.

A. Objective

As the NMPC, imitated by the DNN, controls the nominal
vehicle model during evasive maneuver, an additional feed-
back controller is needed to regulate the error between the
plant vehicle and the nominal vehicle model. Without such
a controller, the plant vehicle will deviate from the expected
evasion maneuver, and the error between them will accumulate
during the control process.

To match the lateral and longitudinal evasive maneuvers,
the ypos, and v, errors are regulated between the plant vehicle
and nominal model. Further, Fyyrl/ F, i error is regulated to
match the lateral grip ratio of the plant vehicle and the nominal
model-this regulation is not possible by the ID process. Since
the lateral grip ratio are identical for the left and right tires,
only the rear left tire is considered (5b). Therefore, ypos, Uz,
and Fy . /F. - of the plant vehicle are controlled by the
feedback controller upg(k) to track the values of the nominal
vehicle model.

The feedback controller should calculate the control input
of the multi-input-multi-output system with a low computation
load and should be able to handle nonlinearities in the vehicle
dynamics. Therefore, this study applied a finite-horizon linear
quadratic (LQ) controller [18] for the feedback controller.
It can handle nonlinearities by applying a linearized time-
varying (LTV) model and can calculate the optimal control
input obtained by solving an unconstrained convex problem
with a low computation load.

B. Finite-horizon LQ controller

The finite-horizon LQ controller is similar to the NMPC
in that it optimizes the control input by minimizing the cost
function considering the prediction of the future state of the
vehicle along the finite-horizon. Therefore, an LTV is derived
from the nonlinear model for use as the prediction model along
the prediction horizon Npg.

1) LTV prediction model: The LTV prediction model is
obtained by linearizing the nonlinear model (10), which is
expressed as follows:

(k+1) = fa(z(k), urr(k) + urp(k))
y(k) = g(x(k))

where the output function §(z(k)) is obtained by considering
equations (1)-(6) with the true plant vehicle parameters, and
the state, feedback control input, output vectors are as follows:

(462)
(46b)

& = (25, u0]” (47a)
T
Fy .
Y= |:Z/p057 Vg, Feril (47b)
T
upg = [Fy g1, Fy s Frngy Fyny 00 (47¢)

By linearizing the nonlinear model, an LTV prediction model
can be obtained as follows:

y(ilk) = Cjja(ilk) (48b)
,fori=0,1,--- N —1

The linearized model matrices are obtained by linearizing
the nonlinear model around the predicted future state along the
finite-horizon to reduce the linearization error [22] because the
future vehicle state can be predicted by the future feedforward
input sequence Ugp(k). Thus, the model matrices are calcu-
lated as follows:

Aile = Vafao(@)|sm. Bix =B (49a)
Cilk = Vado(®)]23ix) (49b)
Eijx = fau(2(ik)) + Bugr(ilk) (49¢)

The predicted future states are obtained using the future
feedforward control inputs as follows:

i(i + 1[k) = fa (2(ik), urr(ilk))
#(0[k) = 2(k)
,fOI'Z:O, ,'“,NLQ*l

(50a)
(50b)

2) Cost function: A cost function J(Z(k),Urs(k)) for
regulating the output error between the plant vehicle and the
nominal vehicle model is designed as follows:

J((0[K)(K), Urs (k)
((wtilr) =yl

=0
+ UurB (i‘k)TRUFBuFB (Z|k)T
+ Aupg (ilk)" Raug, Aurs (ilk)")

Qy ((ilk) — y(ilk))

(48)
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where @y, Ry, and Ra,,, are positive definite matrices that
penalize the output difference, feedback input, and feedback
input change, respectively. Ugg (k) is the future feedback input
sequence that will be optimized by the LQ controller as
follows:

Urs (k) = [urs (0[k), -+, urs (N£g — 1[k)]"

Augg(i|k) is calculated in the same manner as shown in (17),
and §(i|k) is the reference output value from the nominal
vehicle model:

(49)

2(i +1]k) = fa (2(ilk), upnn (2(ilk))) (50a)
y(ilk) = g(z(ilk)) (50b)
z(0lk) = z(k) (50¢)

,fOI‘Z‘:O,].,”',NLQf].

Here, the output function g(x(i|k)) considers the nominal
model parameters.

Therefore, by combining the LTV prediction model (46)
and cost function (51), an unconstrained convex optimization
problem for the finite-horizon LQ controller can be formulated
as follows:

Juin, J(z(0[k), Urs (k)

y(ilk) = Cypp(ilk)
fori=0,---Nprg —1
z(0[k) = (k)
(5D
The above convex problem can be solved using the batch
approach. The detailed procedure is skipped for brevity; for
details, see [18]. Finally, the first elements of the optimized
input sequence are used for the feedback input as follows:

UFB (k) — UFB (Olk) (52)

Note that the purpose of the feedback controller is to
regulate the difference between the nominal vehicle model and
plant vehicle. Other types of controllers that can perform the
same task can be applied instead of the proposed finite-horizon
LQ controller.

V. SIMULATION VERIFICATION

CarSim-based human-vehicle interactive simulation exper-
iments were performed to verify the performance of the
proposed algorithm.

A. Configuration

The proposed collision avoidance system aims to assist the
driver by taking over the control inputs of the vehicle in a
collision risk situation. Therefore, a CarSim-based human-
vehicle interactive simulation was performed to verify the
performance of the proposed algorithm in such situations.
CarSim, a high-fidelity vehicle simulator, was connected to
Thrustmaster T150 pro, which allowed a driver to control the
plant vehicle directly using the steering wheel and pedals.
The algorithm was run in MATLAB on a personal computer

TABLE III
CONTROL PARAMETERS OF THE PROPOSED ALGORITHM.
Parameter | Value

T [sec] 0.05

A 0.7

N 50
Qarea 10

Ry diag(5e-9, 5e-9, 5e-9, 5e-9, 0)
R diag(le-7, le-7, le-7, le-7, 10)
Nrg 10

Qy diag(10, 500, 10)
Ry diag(le-6, le-6, le-4, le-4, 20)
RAugg diag(le-5, le-5, le-5, le-5, 10)

TABLE IV
THREE CONTROL STRUCTURES IN THE EXPERIMENT.

Type | Components of the control structure
Proposed DNN + Feedback + ID

Case 1 DNN (plant vehicle’s state)

Case 2 DNN + Feedback

Case 3 LMPC

equipped with AMD Ryzen 9 3900X and 64 GB RAM. The
simulation was performed in real-time using the Simulink
desktop real-time toolbox [46] provided by MATLAB, which
reports errors if the algorithm cannot run in real-time.

A front-wheel-driven E-class sedan in CarSim software was
used as the vehicle. True parameters were assumed to be
known in ID, and the feedback controller with an error of
5% referring to existing parameter estimation methods [47],
[48]. Also, time constants for dynamics of the lower controller
in (8) were set as 7z, = 0.06 and 75 = 0.1. During the
experiment, a human driver drives the vehicle with a velocity
of 80 km/h representing normal driving; subsequently, the
proposed system intervenes and takes over the control inputs
to avoid a collision. After the vehicle reaches the safety lane,
the collision avoidance system is terminated, and the driver
resumes driving. The overall scenario of the experiment is
shown in Fig 6. The safety lane was set to be 3.5 m apart from
the lane where the vehicle traveled, representing an emergency
single-lane change. Note that 3.5 m is not included in the
conditions for training the DNN shown in Table I.

A precise decision algorithm would be necessary for initiat-
ing the avoidance system. Future trajectories of the obstacles
can be predicted [49] and used to decide whether or not
the ego vehicle is in danger of colliding with them. If the
decision algorithm concludes that the obstacle will collide
with the ego vehicle, a safety lane [50] is provided to the
proposed collision avoidance algorithm to evade the vehicle
from collisions safely. However, this is beyond the scope of
this work, and to simplify the scenario, the avoidance system
is initiated and terminated when the vehicle reaches a specific
position; global x 100 m and 150 m. The control parameters
used in the proposed algorithm are listed in Table III.

As shown in Table IV, three collision avoidance systems
were compared with the proposed algorithm. In Case 1, the
DNN was applied directly to the plant vehicle without ID and
feedback control. This case is included in the comparison to
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Fig. 6. Overall experimental scenario. The human driver drives the vehicle first, and the collision avoidance system is initiated as the vehicle is being driven.
After the vehicle reaches the safety lane, the operation of the system is terminated, and the driver resumes driving.

TABLE V
NOMINAL AND TRUE VEHICLE MODEL PARAMETERS.
Parameter Value
Nominal | True
m [kg] 1830 1630
I, kg - m?] 3770 3389
I [m] 141 1.28
h [m] 0.51 0.46
Co [—] 20.9 14.3

show that it requires experiments with plant vehicles to obtain
the training data for the DNN. In Case 2, DNN is used with a
feedforward feedback structure without ID to show that such
a structure can allow the DNN to be trained by simulation
results based on an offline nominal vehicle model; however,
it is still vulnerable to parameter changes. Finally, Case 3 is
the conventional collision avoidance system with LMPC that
controls steering only with a predefined collision-free path. It
is compared to show the effectiveness of applying NMPC to
collision avoidance rather than LMPC. This study referred to
[4] for path generation and [5] for the controller. Unlike the
DNN, estimated true model parameters were directly applied
to the controller. Details can be referred to in each citation.

B. Comparisons

Comparison experiments on collision avoidance for a ve-
hicle were performed. The true parameters of the vehicle
plant were set differently from the nominal vehicle model
as indicated in Table V to verify robustness against model
parameter changes. Four collision avoidance systems as Ta-
ble IV were applied, and their performances were compared.
In addition, evasive maneuvers by only human drivers without
any intervention from the avoidance system were examined.
In this examination, the human drivers tried their best to move
the vehicle to the safety lane by steering and braking. Fig. 7
shows the result of the comparison experiment. (a) shows the
vehicle’s evasive trajectory, and (b)-(e) show the grip ratio of
each tire during the evasion maneuver. Here the grip ratio was
calculated using (33) with (1)-(6). As the grip ratio of each
tire reached nearly to 1 during the evasion, it can be seen that
four controllers evaded the car urgently using the tire up to
the nonlinear region [37].

In Case 3, the vehicle followed the pre-defined collision-
free path and successfully converged to the safety lane. LMPC

Evasive Trajectory

. : : 7
0 - - =Safety lane Case 2 | |
i) X Proposed Case 3
S Case 1 Human |
=2t i
o
SR J
S T S I
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| | | |
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Fig. 7. Experimental results of comparison with the existing imitation learning
methods. (a) The vehicle trajectory, (b)-(e) grip ratios of each tire (front left,
front right, rear left, and rear right, respectively.

showed great tracking results, which many previous studies
have also verified; however, the evasive trajectory showed the
largest avoidance area compared to the other methods. The
performance difference was clearly shown in the global x 115-
130 m, where the proposed system increased the curvature of
the evasive trajectory to decrease the avoidance area, while
Case 3 did not. It controlled only the steering to restrict the
vehicle behavior in a linear region, where dominant lateral
forces were accompanied during the evasion. Since the slip
angles of the left and right tires were the same and lateral
forces were proportional to vertical forces, the grip ratio of
the left and right tires came out the same. Uneven usage of
grip ratio was shown with low usage of grip ratio at the exit
of the evasion, which means the controller did not utilize the
avoidance performance of the vehicle entirely. Because the
nonlinear dynamics of the vehicle were not considered in the
pre-defined path or the controller, the evasive maneuver was
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TABLE VI
AVOIDANCE AREA AND MAXIMUM GRIP RATIO OF FIG. 7.
Performance Performance
Method Area | Ratio Method Area Ratio
Proposed 92.5 0.78 Case 2 94.9 1.00
Case 1 101.0 1.00 Case 3 101.8 0.89

degraded compared to the proposed method.

On the other hand, IL-based controllers (Case 1, Case 2,
and Proposed) evaded the vehicle to the safety lane with a
smaller avoidance area than Case 3. The potential of applying
IL to the emergency collision avoidance system was verified.
However, the drawbacks of cases 1 and 2 were shown. Case
1 showed severe violations in the safety constraints as shown
in Fig. 7(b)-(e). The controlled vehicle became unstable in the
global x coordinates range of 120-140 m as more than two
wheels were saturated, resulting in a greater overshoot in the
tracking results. Because the DNN was trained to control the
nominal vehicle model, not the plant vehicle, the vehicle was
not controlled properly to be maneuvered to the safety lane.
This means that experiments involving real vehicle plants are
necessary if the DNN is to be directly applied to the vehicle.

On the contrary, Case 2 and the proposed algorithm con-
trolled the vehicle to the safety lane as intended by the DNN.
DNN controlled the nominal vehicle model, and the feedback
controller regulated the difference between the nominal vehicle
model and the plant vehicle. Hence, the vehicle maneuvered
to the safety lane precisely, with much smaller trajectory
deviations from the safety lane than in Case 1. However, the
vehicle parameter variations were not considered in Case 2,
and therefore, the safety constraints were shown to be more
vulnerable compared to the proposed algorithm.

As shown in Fig. 7(e), the grip ratio of Case 2 reached the
boundary, although the safety constraint was set conservatively
by selecting A = 0.7. The reason is that the feedforward inputs
were made only considering the nominal parameters. Because
the plant vehicle mass was smaller and the CG point was
closer to the front axle than the nominal vehicle model, the
vertical forces of the tires had lower values than the ones
expected by the nominal vehicle model, especially for the rear
tires. It resulted in the deviation of the rear grip ratios during
the evasion, showing unintentionally high values. Because the
number of tires that violated the constraint was only one, the
vehicle could be avoided to the safety lane. However, such
moments may violate the vehicle stability, leading to unstable
vehicle behavior, as in Case 1. Therefore, more conservative
control strategies are demanded to apply collision avoidance
systems with Case 2 under such parameter changes, which
results in collision avoidance ability degradation.

On the contrary, parameter changes were considered in the
proposed algorithm by modifying DNN control inputs suitable
to the plant vehicle through ID. ID modified the control inputs
considering the changed model parameters to match the grip
ratio of the plant vehicle with that of the nominal model.
As a result, grip ratio of each tire were close to 0.7 as
intended by the NMPC, showing greater margin to vehicle
stability compared to other methods. Table VI is the avoidance
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Fig. 8. Control inputs modified by ID considering the plant vehicle pa-

rameters. (a) The steering angle, and (b), (c) front/rear braking force inputs,
respectively.

area and the maximum tire grip ratio used by each method
during the maneuver. Here, the area was re-scaled by setting
the human driver’s average avoidance area to 100 for better
comparison. The table shows that the proposed system showed
the smallest avoidance area with the lowest tire grip ratio used.
It showed greater avoidance performance while guaranteeing
more margin in the tire’s maximum grip ratio compared to
other methods.

C. Robustness to parameter variations

The results of ID in Fig. 7 and its role in obtaining
robustness to parameter variations are further analyzed. Fig.
8 shows the proposed algorithm’s feedforward and feedback
control inputs compared with Case 2, where the ID is not
applied. (a) shows the steering angle input, (b) and (c) show
the front/rear braking force, respectively.

As shown in Fig. 8(b) and (c), ID reduced the tires’ braking
forces to match the trip ratio of the tires to the nominal vehicle
model considering the reduced plant vehicle’s mass. If ID did
not reduce the braking forces, tires could have been saturated
with excessive tire forces as in Case 2 in Fig. 7(e). The
steering angle was also increased, considering the decreased
cornering stiffness. ID considered the changed model param-
eters to equalize the grip ratio to the nominal vehicle model;
therefore, the proposed algorithm could be able to handle
model parameter changes and gain robustness compared to
Case 2. Furthermore, due to such input modifications by ID,
the plant vehicle followed the intent of the DNN better under
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Fig. 9. Experimental results under various parameter changes (a) is the vehicle
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TABLE VII
NOMINAL VEHICLE MODEL PARAMETERS AND VARIATIONS.
Parameter Value
Nominal ] True

m [kg] 1830 1630, 2030
I, kg - m2] 3770 3389, 4160

Ly [m] 1.41 1.28, 1.55

h [m] 0.51 0.46, 0.56

Co [-] 20.9 14.3, 20.9

parameter changes. This can be analyzed by the magnitude of
the feedback control inputs, which tried to regulate the error
between the nominal vehicle model and the plant vehicle. As
shown in Fig. 8, feedback control inputs were shown smaller
in the proposed algorithm compared to Case 2, meaning that
ID reduced the gap between the plant vehicle and the nominal
vehicle model due to model parameter changes.

To further verify the robustness of parameter changes of
the proposed structure, experiments under every parameter
combination in the value mentioned in Table VII were held.
Fig. 9 shows the results, and sub-figures are the same as Fig
7. As mentioned in the previous subsection, ID modified the
control inputs to match the grip ratio between the plant vehicle
and the nominal vehicle model. Therefore, satisfaction with the
safety constraints was shown in (b)-(e), even under parameter
changes. Unlike baselines shown in Fig. 7, the maximum
values of the grip ratios of each wheel were shown close to 0.7,
which is intended by the DNN showing robustness to param-
eter variations. Without ID, the feedforward controller would
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Fig. 10. Control input for collision avoidance under human driver’s initial
input.

calculate the same control inputs for all parameter variations,
resulting in unstable vehicle behavior due to discrepancies
between the nominal model and the plant, as in Cases 1 and
2.

D. Collision avoidance under human driver’s initial input

Sensitivity analysis for the initiation point of the proposed
algorithm was verified by initiating the collision avoidance
system under the human driver’s initial input. Because the
DNN was trained for various nominal states starting from
different initial conditions, as Table I, the controller suc-
cessfully controlled the vehicle regardless of the different
initiation states. Fig. 10 shows the collision avoidance system
results with various initial human driver inputs; initial steer,
initial brake, and initial steer & brake. (a) shows the evasive
trajectory, and (b)-(d) show the control inputs made by the
system.

As shown in the figure, a smaller evasive area was shown
under initial steering than initial braking intuitively. Moreover,
initial steering with braking showed the least evasive area
because of the reduced speed during the evasive maneuver.
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The braking forces were distributed to each tire, considering
the friction limits. Because the vertical forces of the left tires
were bigger than the right tires during the evasion at global
x position 105-115 m, larger braking forces for the left tires
were made. Furthermore, the braking force of the front tire was
set small at the beginning of avoidance because the steering
maneuver of the front tire demanded lateral force. On the
contrary, large braking forces were initially applied in the rear
tires because no initial lateral forces were acting on the tire.
When the sign of the steering angle changed, the controller
increased the front wheel braking force using the remained
grip ratio to decrease the vehicle velocity.

The control algorithm evaded the vehicle to the safety
lane by steering and distributing braking forces of each tire
which would have been difficult or even impossible for a
human driver only using a single brake pedal. Overall, the
simulation was held in real-time due to the low computational
load of the DNN, replacing the NMPC. The overall maximum
computation time of the proposed control structure, including
the ID and feedback controller, was 8 ms, below the sampling
time interval of 50 ms. No real-time error was reported in
the experiment, verifying the proposed algorithm’s real-time
capability.

VI. CONCLUSION & FUTURE WORK

This paper has a meaning to propose a novel control struc-
ture based on IL made suitable for vehicle collision avoidance
systems. The weakness of conventional IL was overcome by
constructing a feedforward and feedback structure to make
countless experiments involving the plant vehicle unnecessary
and applying ID to ensure robustness to parameter changes.
Real-time experiments verified the effectiveness of the pro-
posed algorithm compared to existing IL methods, showing
no issue applying the offline trained DNN in the simulation
while showing robustness to parameter changes.

However, certain limitations were shown in this study, and
future work can be done as follows. Firstly, this study does
not consider the curvature of the road. An improved NMPC
making the vehicle track the safety lane considering the road
curvature should be developed. Secondly, the proposed method
should be verified under various road frictions. Considering
the road conditions, multiple pre-trained DNNs with different
road frictions could be made and switched in the control
structure. Thirdly, studies that verify the reliability of the DNN
should be conducted to ensure more safety of the proposed IL-
based control structure. Lastly, the proposed algorithm can be
further compared with existing techniques that reduce the gap
between the training and real-world domain, such as domain
randomization.
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