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Abstract—Articulated vehicles play a critical role in the
transportation industry, but the rise in truck-related accidents
necessitates effective solutions. Autonomous driving presents a
promising approach to enhancing safety. Among autonomous
technologies, this paper presents a framework for an autonomous
vehicle tracking control algorithm utilizing tube-based robust
model predictive control (RMPC). The primary objective is to
achieve precise path tracking while ensuring performance, safety,
and robustness even with modeling errors. The framework adopts
a lumped dynamics model for articulated vehicles, which reduces
computational complexity while preserving linearity. Specific
constraints of articulated vehicles are integrated to guarantee
stability, safety, and adherence to actuator limits. The tube-
based RMPC technique reliably satisfies constraints under worst-
case scenarios, thereby addressing robustness against modeling
errors. The proposed algorithm employs tube-based RMPC to
ensure the safety and robustness of autonomous articulated
vehicles. In the design of the tracking controller, error tube
analysis between the actual plant and the prediction model plays
a vital role. An error tube analysis method and framework
are introduced through simulation. Performance evaluations of
the proposed algorithm and previous tracking controllers are
conducted through comparative simulations. Previous algorithms
exhibited tracking errors exceeding 50 cm, posing potential
safety risks. In contrast, the proposed algorithm demonstrates
tracking errors of less than 50 cm. Furthermore, the proposed
algorithm exhibits notable stability. The results demonstrate that
the proposed algorithm enables accurate and safe tracking of
complex autonomous articulated vehicles.

Index Terms—Autonomous articulated vehicles, Autonomous
driving, Tracking control, Robust tube-based model predictive
control, Robustness.

I. INTRODUCTION

ARTICULATED vehicles are essential in the transporta-
tion industry due to the advantage of having a hefty

load capacity. However, the escalating number of trucks on
the roads has resulted in a surge of property damage and
human casualties caused by truck accidents [1]. Articulated
vehicles are particularly susceptible to rollover accidents due
to their higher center of gravity than other vehicles [2]. More-
over, simultaneously controlling the first and second units of
articulated vehicles presents a significant challenge, making it
difficult to prevent accidents. Consequently, the characteristics
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TABLE I
REQUIREMENTS OF TRACKING CONTROLLERS FOR AUTONOMOUS

ARTICULATED VEHICLES.

Requirements Details
Performance Vehicle width: 2.5m, Lane width: 3.5 ∼ 4m

Stability Roll-over, jackknife, trailer swing/oscillation
Robustness & Safety Obstacle avoidance constraints

Jackknife

Fig. 1. Instability situations of articulated vehicles.

of trucks, including articulated vehicles, have induced frequent
traffic accidents and human casualties [3].

The advent of autonomous driving has drawn attention to
a strategy with significant potential for mitigating the risk of
truck accidents [4]. The development goals of autonomous
driving for cars and trucks differ. Self-driving cars aim to
provide both vehicle safety and driving convenience, albeit at
a perceived high cost. In contrast, autonomous trucks offer dis-
tinct advantages in vehicle safety and cost reduction compared
to passenger cars [5]. With the integration of autonomous
capabilities, labor costs and transportation time associated with
trucks can be minimized.

Autonomous driving encompasses various features, includ-
ing adaptive cruise control [6], lane-keeping assist system
[7], lane change functionality, and obstacle avoidance [8],
[9]. Among the numerous autonomous driving technologies
available, tracking control technology directly influences the
vehicle’s behavior. Hence, implementing safe autonomous
articulated vehicles necessitates precise control [10].

The desired characteristics of the tracking controller for
articulated vehicles are outlined in Table I. The target plant,
the articulated vehicle, exhibits a significantly wider width
than the passenger cars. Consequently, precise control is
imperative to avert lane encroachment and collisions with
obstacles. Moreover, inaccurate control leads to unstable be-
havior, as shown in Fig. 1. An advanced control method is
indispensable to prevent jackknifing, trailer swing, and trailer
oscillation [11]. Additionally, the controller must exhibit ro-
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bustness against hard constraints, such as collision avoidance,
which must be unconditionally satisfied. Hence, the tracking
controller for articulated vehicles must prioritize performance,
safety, and robustness.

Previous studies have mainly focused on two types of track-
ing control algorithms. The first type encompasses geometric
controllers and classical control approaches. Among these,
the pure-pursuit [12] and Stanley [13] algorithms are widely
recognized as classical geometric tracking controllers [14].
The pure-pursuit algorithm involves projecting the vehicle’s
moving point onto a preplanned path, facilitating tracking
of the desired trajectory from the current position. On the
other hand, the Stanley algorithm utilizes nonlinear control
principles to determine the steering angle based on lateral and
angular errors, enabling effective tracking of a predetermined
path. These algorithms commonly use in general driving
scenarios where the vehicle follows a global path [15].

However, classical geometric tracking controllers exhibit
limitations in severe driving conditions, such as obstacle
avoidance, that necessitate precise tracking control. These lim-
itations stem from factors such as the lack of consideration of
vehicle dynamics, including tire models. Moreover, constraints
cannot be considered, and this limitation may compromise
vehicle safety. Consequently, geometric controllers are suitable
for tracking global paths but inappropriate for all driving
conditions, including severe driving.

The second tracking controller design approach utilizes
model predictive control (MPC). MPC has garnered consid-
erable attention in recent studies on obstacle avoidance for
autonomous vehicles [16]. The most important thing is that
MPC can effectively satisfy states and input constraints by
fully considering vehicle dynamics [17]. It makes the MPC
advantageous over other algorithms in ensuring vehicle safety.
Furthermore, a cost function enables precise parameter tuning,
which balances tracking control performance and control in-
put. In conclusion, MPC offers notable advantages in tracking
control performance, exhibiting stability and safety in global
and local path tracking while delivering commendable tracking
performance [18].

However, one crucial challenge must be addressed to utilize
MPC for controller design effectively. This challenge pertains
to ensuring robustness against modeling errors [19]. MPC
relies on prediction models to predict future behavior and op-
timize control inputs. However, discrepancies inevitably exist
between the actual plant and the prediction model, leading to
modeling errors. These errors can violate original constraints
imposed on the system’s states. Such a scenario significantly
impacts the stability and safety of the system, potentially lead-
ing to collision incidents when collision avoidance constraints
are breached. Therefore, ensuring robustness against modeling
errors becomes paramount to ensure the stability and safety of
the system.

Previous studies have proposed robust MPC (RMPC) to
ensure robustness, including tube-based RMPC [20], min-max
RMPC [21], and stochastic RMPC [22]. Among these, tube-
based RMPC stands out as it guarantees the satisfaction of
the original constraints even under the worst conditions [23].
However, it adopts a conservative approach, which may limit

system performance. For the collision-avoidance system of an
autonomous vehicle, it is imperative to satisfy tracking error
constraints, even if it means employing a conservative control
strategy. Therefore, this study proposes a tracking controller
for an autonomous articulated vehicle by leveraging the tube-
based RMPC technique [24].

This study presents a novel framework for an autonomous
vehicle tracking control algorithm utilizing a tube-based
RMPC. The MPC framework comprises key components:
cost function, prediction model, constraints, and constraint
tightening. A combination of tracking error and control input-
associated comfort is employed regarding the cost function.
For the prediction model, several models are available, de-
pending on the control objective. In previous studies, various
models including lumped lateral dynamics [25], roll dynamics
for preventing rollover [26], lateral dynamics for all-wheel
steering vehicles [27], and nonlinear models [28] have been
proposed. Among these models, the lumped lateral dynamics
model has advantageous as it reduces the articulated vehicle to
four states while maintaining linearity [25]. Consequently, this
model significantly reduces computational complexity during
RMPC construction compared to nonlinear models. This study
develops a tracking controller based on this model. Constraints
are incorporated to ensure stability, safety, and adherence to
the actuator limits of the ego vehicle. Notably, constraints
specifically considering the characteristics of articulated vehi-
cles are introduced. To ensure robustness, a tube-based RMPC
technique is adopted. Techniques such as error tube analysis
and constraint tightening are introduced to handle modeling
errors effectively. This robust approach ensures the safety and
stability of autonomous articulated vehicles.

This study has two significant contributions. Firstly, we
analyze the modeling error and maximal error between the
prediction model and the actual plant to ensure robustness. The
proposed analysis process can be used as a reference for ensur-
ing autonomous articulated vehicles’ robustness. Secondly, a
comprehensive framework for an autonomous vehicle tracking
controller is proposed. The prediction model and constraints
utilized in the algorithm are universally applicable, enhancing
the practicality and versatility of the proposed approach.

The rest of the paper is organized as follows. Section
II introduces the prediction model for tracking control of
autonomous articulated vehicles. In Section III, we propose
a tracking control algorithm based on the tube-based RMPC
approach. The proposed algorithm is designed to ensure
performance, stability, and robustness. Section IV analyzes
modeling errors and maximal error tubes between the actual
plant and the prediction model. The performance validation
results of the simulations are provided in Section V. Section
VI presents the conclusion and future work.

II. PREDICTION MODEL FOR AUTONOMOUS ARTICULATED
VEHICLES

A. Lumped lateral dynamics for articulated vehicles

In this study, we modeled autonomous articulated vehicles
using the lumped lateral dynamics model [25]. The speci-
fications, model parameters, and states of the vehicles are
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TABLE II
SPECIFICATIONS OF THE ARTICULATED BUS USED IN THE EXPERIMENT.

Symbol Parameter Value
m1 Total mass of first unit 11180 kg
m2 Total mass of second unit 10130 kg
I1 Yaw inertia of first unit 60193 kgm2

I2 Yaw inertia of second unit 54540 kgm2

lf1 Distance between 1st axle to CG1 4.6260m

lr1 Distance between 2nd axle to CG1 3.0840m

P1 Distance between 2nd axle to hitch 1.123m
lf2 Distance between hitch to CG2 3.8712m

lr2 Distance between 3rd axle to CG2 2.5808m
C1 Cornering stiffness of the 1st axle ∼ 4.0E05N/rad

C2 Cornering stiffness of the 2nd axle ∼ 5.9E05N/rad

C3 Cornering stiffness of the 3rd axle ∼ 5.3E05N/rad

TABLE III
STATES OF THE ARTICULATED VEHICLE.

Symbol Parameter Unit
δ Front wheel steering angle rad

βi Sideslip angle of the ith unit rad

ri Yaw rate of the ithunit rad/s
α Articulated angle rad

vyi Lateral velocity of the ith unit m/s

ayi Lateral acceleration of the ith unit m/s2

Fyi Lateral force of the ith axle N
Fyh Lateral force of hitch N

𝐶𝐶𝐺𝐺1

𝐶𝐶𝐺𝐺2

ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝛼𝛼 𝛽𝛽1
𝛽𝛽2
𝑣𝑣𝑥𝑥𝑥

𝑣𝑣𝑥𝑥𝑥𝑣𝑣y2
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Fig. 2. The bicycle model of articulated vehicles.

presented in Tables II and III [25]. The specification and
model parameters are based on the real-world articulated bus,
as shown in Fig. 6.

The articulated vehicles were modeled based on a bicycle
model, as shown in Fig. 2. The force and torque equilibrium
equations for the center of gravity of the front and rear units
are formulated as follows:

m1ay1 = Fyh + Fy1 + Fy2

m2ay2 = −Fyh + Fy3

I1ṙ1 = −(P1 + lr1)Fyh + lf1Fy1 − lr1Fy2

I2ṙ2 = −lf2Fyh − lr2Fy3

(1)

The kinematic constraints governing lateral acceleration and
articulated angle are expressed as follows:

ay1 = r1vx1 + β̇1vx1
ay2 = r2vx2 + β̇2vx2

α̇ = r2 − r1

(2)

Maintaining linearity in the model brings computational ad-
vantages. Consequently, the lateral tire forces are represented
using a linear tire model, as given by equation (3).

Fy1 = −C1α1 = −C1

(
β1 +

lf1

vx1
r1 − δ

)

Fy2 = −C2α2 = −C2

(
β1 −

lr1

vx1
r1

)

Fy3 = −C3α3 = −C3

(
β2 −

lr2

vx2
r2

) (3)

Lumped lateral dynamics model reduces the model states
using several physical constraints as follows [25]:

• Lateral velocity at the hitch point

β2 = β1 − α−
(lr1 + P1)r1 + lf2r2

vx
(4)

• Lateral force at the hitch point

Fyh = −
lr2

lf2 + lr2
m2vx

×

(
β̇1 + r1 −

lr1 + P1

vx
ṙ1 +

I2 − lf2lr2m2

lr2m2vx
ṙ2

) (5)

Finally, the articulated vehicles were modeled through a
combination of the bicycle model, linear tire model, and
the imposed physical constraints, resulting in the following
lumped lateral dynamics model:

Let, xm =
[
vy1 r1 r2 α

]T
,um = δ,

ẋm = Axm +Bum,
where A = T−1

0 A0,B = T−1
0 B0,

T0 =


t11 t12 t13 0
t21 t22 t23 0
t31 t32 t33 0
0 0 0 1

 ,

A0 =


a11 a12 0 0
a21 a22 0 0
a31 a32 a33 a34
0 −1 1 0

 ,B0 =


b1
b1
0
0

 ,

t11 = 1 + lr2
L2

m2

m1
, t12 = − lr2(P1+lr2)

L2

m2

m1
,

t13 = 1
L2

I2−lf2lr2m2

m1
, t21 = − (P1+lr1)lr2

L2

m2

I1
,

t22 = 1 + (P1+lr1)
2lr2

L2

m2

I1
, t23 = −P1+lr1

L2

I2−lf2lr2m2

I1
,

t31 = − lf2lr2
L2

m2

I1
, t32 = 1 + (P1+lr1)

2

L2

m2

I1
,

t33 = lr2
L2

I2+l2f2m2

I2

a11 = −C1+C2

m1vx
, a12 =

−C1lf1+C2lr1
m1vx

−
(
1 + lr2

L2

m2

m1

)
vx,

a21 =
−C1lf1+C2lr1

I1vx
, a22 =

−C1l
2
f1−C2l

2
r1

I1vx
+ (P1+lr1)lr2

L2

m2vx

I1
,

a31 = C3lr2
I2vx

, a32 = −C1lr2(P1+lr1)
I2vx

+
lf2lr2
L2

m2vx
I2

,

a33 = −C3lr2L2

I2vx
, a34 = −C3lr2

I2

b1 = C1

m1
, b2 =

C1lf1

I1
,

L1 = lf1 + lr1, L2 = lf2 + lr2
(6)
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B. Error dynamics model

This paper aims to propose a path-tracking controller for
autonomous articulated vehicles. The tracking errors to the
planned path were used, which were modeled using error dy-
namics. In particular, lateral and heading errors were used. The
error dynamics consider the position of the center of gravity
of the first unit relative to the planned path. The dynamics of
the tracking error for the first unit can be expressed as follows:

˙̄eφ1 = r̄1 − v̄x1κdes

˙̄ey1 = v̄y1 + v̄x1ēφ1
(7)

Furthermore, the lateral error of the second unit (ēy2) can
be defined based on the prediction model, as shown in Fig. 3.
The second unit’s lateral error can be approximated as (8) for
the planned curvature.

ēy2 ≈
ēy1 − (lr1 + P1 + lf2)ēφ1 − lf2ᾱ− (lr1 + P1 + lf2)lf2κdes

(8)

C. Prediction model for tracking control

The tracking error dynamics were combined with the
lumped lateral dynamics of the articulated vehicle to form
a prediction model. Tracking error states (ēφ1, ēy1) were
augmented to the prediction model state. Finally, the tracking
error prediction model of articulated vehicles is expressed as
follows by combining (6) and (7).

Let, x̄ =
[
v̄y1 r̄1 r̄2 ᾱ ēφ1 ēy1

]T
, ū = δ̄,

ȳ =
[
v̄y1 r̄1 r̄2 ēφ ēy1 ēy2

]T
,

ȳdes =
[
0 v̄x1κdes v̄x1κdes 0 0 0

]T
˙̄x = Āx̄+ B̄ū+ B̄rκdes, ȳ − ȳdes = C̄x̄+ D̄κdes

where

Ā =


0 0

T−1
0 A0 0 0

0 0
0 0

0 1 0 0 0 0
1 0 0 0 v̄x1 0

 , B̄ =


T−1

0 B0

0
0

 ,

B̄r =


0
0
0
0

−v̄x1
0

 , D̄ =


0

−v̄x1
−v̄x1
0
0

−(lr1 + P1 + lf2)lf2

 ,

C̄ =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 −lf2 −(lr1 + P1 + lf2) 1


(9)

For the tracking reference of each output, v̄y1 is zero
to ensure vehicle safety, r̄1, r̄2 are based on the planned
curvature, and ēφ1, ēy1, and ēy2 are zero to reduce the tracking
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Fig. 3. Error dynamics for the planned path.
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Fig. 4. Overall schematics of the proposed tracking control algorithm.

error. For ease of computation, discretization transformed the
above continuous prediction model into a discrete prediction
model system as (10).

x̄(k + 1) = Ād,kx̄(k) + B̄dū(k) + B̄rd,kκdes(k),
ȳ(k)− ȳdes(k) = C̄dx̄(k) + D̄d,kκdes(k),

where Ād,k = I6×6 + Ā|v̄x1=v̄x1(k)△t
B̄d = B̄△t, B̄rd,k = B̄r|v̄x1=v̄x1(k)△t

C̄d = C̄, D̄d,k = D̄|v̄x1=v̄x1(k)

(10)

The longitudinal velocity of the first unit (v̄x1) varies with
time. Therefore, Ād,k, B̄rd,k, and D̄d,k are modeled as time-
varying matrices that change with time. In contrast, B̄d and
C̄d are modeled as a time-invariant matrix that does not
change with time because it is not affected by v̄x1

III. PROPOSED ROBUST MODEL PREDICTIVE CONTROL
ALGORITHM FOR TRACKING CONTROL

This section proposes a robust tracking controller for au-
tonomous articulated vehicles, utilizing the tube-based RMPC
technique to ensure robustness. The overall schematics of
the proposed algorithm are shown in Fig. 4. Throughout this
chapter, the symbol (̄·) denotes the nominal states and inputs
obtained from the prediction model, and (·) represents the
actual states and inputs of the actual plant.
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A. Cost functions for tracking control

The proposed tracking controller was based on MPC. The
cost function for tracking the planned path was established by
considering the following factors: tracking error, articulated
vehicle states, and control input, with each value treated as
a quadratic cost. Consequently, the cost function for path
tracking is configured as follows:

min
Ū

J =

Np−1∑
m=0

∥ȳ(k +m|k)− ȳdes(k +m)∥Q (11a)

+

Nc−1∑
m=0

∥ū(k +m)∥R + ∥ȳ(k +Np|k)− ȳdes(k +Np)∥Pf

s.t. x̄(k + 1) = Ād,kx̄(k) + B̄dū(k) + B̄rd,kκdes(k) (11b)
ȳ(k)− ȳdes(k) = C̄dx̄(k) + D̄d,kκdes(k) (11c)

Terminal cost (Pf ) and feedback gain (K) can be calculated
according to (12). Pf , K are used to ensure the robustness of
the algorithm. Here, the feedback gain, K, equals to the linear
quadratic regulator’s (LQR) feedback gain.

Pf =(Ād,k − B̄dK)
T
Pf (Ād,k − B̄dK) +Q+K

T
RK

K :=(B̄T
dPf B̄d +R)−1B̄T

dPf Ā
T
d,k

(12)

Remark 1. The system matrix (Ād,k, B̄d) employed in this
study exhibits linear time-varying characteristics that are
influenced by the longitudinal velocity. While it is technically
feasible to calculate and update Pf and K in real-time,
doing so would introduce high computational complexity.
Additionally, variations in these values can affect the ro-
bustness analysis. Therefore, this study uses fixed values of
Pf and K. Specifically, the maximum velocity of the ego
vehicle (100 km/h) is employed as the constant speed value
to stabilize (Ād,k− B̄dK).

The covariance matrices Q and R of the cost function are
specified as shown in (13).

Q =

[
I4×4 04×2

02×4 100× I2×2

]
,R = 100 (13)

Remark 2. The covariance matrices (Q,R) determine the
properties of the controller. The proposed algorithm aims
to achieve precise tracking control while ensuring smooth
steering. Therefore, the tracking error and input terms were
assigned weights of 100, while the remaining states were
assigned 1. These covariance matrices, Q,R, can be adjusted
according to future control objectives.

B. Constraints for tracking control

Constraints are essential for securing the safety of au-
tonomous articulated vehicles and considering the performance
limits of an input actuator. In addition, MPC has the advantage
of being able to handle constraints easily [17]. This section
introduces and applies the following four constraints among
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Fig. 5. Tire slip angle vs Lateral tire force.

several constraints. These are set in terms of performance
limits of control input actuators, lateral stability, rollover
prevention, and safety, respectively.

• Input constraints
For an autonomous articulated vehicle, the steering wheel
angle can rotate up to 1080 deg [25]. The steering gear ratio
(ksw) determines the steering wheel angle (δsw) and steer
angle (δ) relationship as follows:

δsw = kswδ = 25× δ (14)

The following constraints were established to reflect the
actuator limit.

δsw ∈ [δsw,min, δsw,max] (15)

• Tire slip angle constraints
The tire slip angle is essential for evaluating a vehicle’s

lateral stability. A large side slip angle causes a loss of vehicle
safety and leads to an uncontrollable. It occurs due to the
lateral characteristics of the tire. Fig. 5 shows the lateral force
of the tire as a function of the tire slip angle. The tire reaches
full saturation when the tire slip angle surpasses 10 deg. The
vehicle loses lateral stability at this point, and the desired
steering behavior cannot be achieved. Therefore, constraints
such as (16) were set for the tire slip angle of each axis.

ᾱ1 = β̄1 +
lf1

v̄x1
r̄1 − δ̄ ∈ [αmin, αmax],

ᾱ2 = β̄1 −
lr1

v̄x1
r̄1 ∈ [αmin, αmax],

ᾱ3 = β̄2 −
lr2

v̄x2
r̄2 ∈ [αmin, αmax]

(16)

• Lateral acceleration constraints
Heavy-duty vehicles and trucks, including articulated vehi-

cles, have a higher center of gravity than general passenger
vehicles, making them more susceptible to rollover accidents
that account for many fatal crashes. Therefore, preventing
rollovers in articulated vehicles is a crucial problem that needs
to be addressed [29]. Among various previous approaches for
preventing rollover, the simplest and most efficient method is
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TABLE IV
CONSTRAINT VALUES FOR TRACKING CONTROL.

Constraint Symbol Value Characteristic
Steering wheel angle δsw,min,max ±1080 deg Hard constraint

Tire slip angle βmin,max ±8 deg Soft constraint
Lateral acceleration ay,min,max ±5m/s2 Soft constraint

Tracking error Emin,max ±50 cm Hard constraint

restricting the vehicle’s lateral acceleration [30]. In this study,
we prevent rollovers in the articulated vehicle by limiting the
maximum lateral acceleration of the first and second units.
Constraints for the lateral acceleration were set as follows.

āy1 = r̄1v̄x1 +
˙̄β1v̄x1 ∈ [ay,min, ay,max],

āy2 = r̄2v̄x2 +
˙̄β2v̄x2 ∈ [ay,min, ay,max]

(17)

• Tracking error constraints for collision avoidance

Autonomous articulated vehicles, the target plants in this study,
have a wider width than passenger cars. Considering the
typical lane width (3.5m ∼ 4.0m) [31] and the ego vehicle
width (2.5m) [25], there is only about 0.5 ∼ 0.75m of
clearance on both sides of the vehicle. If the boundary of the
tracking error exceeds this range, the ego vehicle may cross
the lane or collide with an obstacle. Hence, it is essential
to establish appropriate tracking error constraints to ensure
safe driving. Additionally, as articulated vehicles consist of
multiple units, it is crucial to guarantee the tracking error for
both the first and second units. The prediction model employed
in this study enables the prediction of tracking errors for both
the first and second units. Therefore, constraints for the two
units’ tracking errors can be set. In this study, a tracking error
boundary of ±50 cm (Emin,max) was selected, taking into
account the vehicle’s width and dimensions. These constraints
can be defined as follows:

ey1 ∈ [Emin, Emax],

ey2 ∈ [Emin, Emax]
(18)

Finally, four constraints have been introduced. Table IV
presents each constraint’s minimum and maximum values. It
is important to note that the impact on stability and safety
varies even if a constraint is slightly exceeded. For instance,
exceeding a limited value for the tire slip angle may not wholly
compromise the stability or safety of the entire system. Such
constraints that allow slight exceedance are referred to as soft
constraints.

On the other hand, if the tracking errors exceed the con-
straints, critical situations like lane crossing and obstacle
collisions may arise. In other words, these constraints must be
unconditionally satisfied and are referred to as hard constraints.
The characteristics of each constraint are outlined in Table IV
as well. When ensuring robustness against modeling errors,
considering all conditions as hard constraints would result in
highly conservative control outcomes. Hence, it is reasonable
to proceed with constraint tightening for modeling errors only
for hard constraints.

C. Tube-based robust model predictive control

MPC relies on prediction models to forecast future behavior,
but errors between the prediction model and the actual plant
are unavoidable. These modeling errors can impact perfor-
mance, robustness, and stability. Tube-based RMPC addresses
this issue by analyzing the maximal error set resulting from
modeling errors. It then tightens the constraints based on this
analysis to ensure robustness.

This study utilizes multiple sets, and operations such as
Minkowski set addition, subtraction, and multiplication are
defined and applied as follows:

Definition 1.
Set addition :X ⊕ Y := {x+ y|x ∈ X, y ∈ Y }

Set subtraction :X ⊖ Y := {z|z ⊕ Y ⊆ X}
Set multiplication :Let K ∈ Rm×n, KX := {Kx|x ∈ X}

(19)

The addictive disturbance represents the modeling error
between the prediction model and the actual plant, w(k), as
follows:

x̄(k + 1) = Ax̄(k) +Bū(k)

x(k + 1) = Ax(k) +Bu(k) +w(k)
(20)

Tube-based RMPC assumed that w(k) is bounded. Here,
W denotes the maximum disturbance set.

w(k) ∈ W, ∀k (21)

In tube-based RMPC, the actual input consists of nominal
input and feedback input as (22) to ensure robustness.

u(k) = ū(k)−K(x(k)− x̄(k)) (22)

where K is the feedback gain, which calculated using (12).
The error propagation of tube-based RMPC with the feedback
controller added is as follows:

e(k +m) =

m−1∑
i=0

(
AK

m−1−iw(k + i)
)

where e(k +m) = x(k +m)− x̄(k +m), AK = A−BK
(23)

In the tube-based RMPC technique, as shown in (23), the
error is propagated by the closed-loop matrix (AK) instead of
the system matrix (A). Hence, incorporating feedback input
stabilizes errors and ensures the system’s robustness [32]. The
error tube represents the maximal set within which errors can
exist at each step. By employing (21) and (23), the error tube
for each step can be defined as follows:

e(k +m) ∈ Sm

where Sm :=

m−1∑
i=0

AK
m−1−iW = AK

m−1W⊕ · · · ⊕W

(24)

Since the feedback gain (K) stabilizes the system, AK is
always stable. Therefore, Sm always converges due to the
feedback gain as follows:
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S∞ :=

∞∑
i=0

AK
iW = W⊕AKW⊕ . . . (25)

The original hard constraints the controller must uncondi-
tionally satisfy can be expressed as follows:

x(k +m|k) ∈ X, m = 0, · · · , Np − 1

x(k +m|k) ∈ Xf , m = Np

u(k +m) ∈ U, m = 0, · · · , Nc − 1

(26)

where X represents state constraints, Xf represents terminal
constraints, and U represents input constraints. Constraint
tightening ensures that equation (26) is satisfied even with
modeling error. To achieve this, we introduce tightened nom-
inal state and input constraints based on (25).

x̄(k +m|k) ∈ X̄, m = 0, · · · , Np − 1

x̄(k +m|k) ∈ X̄f , m = Np

ū(k +m) ∈ Ū, m = 0, · · · , Nc − 1

where X̄ = X⊖ S∞, X̄f = Xf ⊖ S∞, Ū = U⊖KS∞

(27)

If the condition (27) for nominal states and inputs is
satisfied, then the corresponding condition (26) for actual
states and inputs are automatically satisfied according to the
definition of S∞. In conclusion, the original constraints can
always be satisfied even with modeling error through con-
straints tightening based on the error tube, which guarantees
robustness.

This study established hard constraints for input and track-
ing error, as presented in Table IV. To ensure robustness,
we employed a constraints-tightening technique to reset the
expressions (15) and (18) as follows:

δsw ∈ [δsw,min, δsw,max]⊖ kswKS∞

ey1 ∈ [Emin, Emax]⊖C1S∞,

ey2 ∈ [Emin, Emax]⊖C2S∞

where C1 = [0 0 0 0 0 1],

C2 = [0 0 0 − lf2 − (lr1 + P1 + lf2) 1]

(28)

Finally, the proposed robust tracking controller for au-
tonomous articulated vehicles is presented as follows.

min
Ū

(11a), s.t. (11b), (11c), (16), (17), (28) (29)

IV. ERROR TUBE ANALYSIS FOR AUTONOMOUS
ARTICULATED VEHICLES

A. Simulation environments

This study analyzed modeling errors using the TruckSim
simulation software and proposed a robust controller. Truck-
Sim offers precise simulation capabilities by employing a
high degree-of-freedom model for articulated vehicles. The
articulated bus, a type of articulated vehicle, was used in the
simulation. The specification of the used articulated bus is
identical to an actual one as presented in Table II.

RT 3000
for the front unit

RT 3000
for the rear unit

Fig. 6. Articulated bus and experimental setup.

TABLE V
SIMILARITY BETWEEN EXPERIMENT AND SIMULATION.

States RMSE NRMSE

Articulated angle 0.383 deg 7.64%
Yaw rate: First unit 0.608 deg/s 6.19%

Yaw rate: Second unit 0.922 deg/s 8.99%
Lateral acceleration: First unit 0.274m/s2 10.05%

Lateral acceleration: Second unit 0.269m/s2 8.86%

Before the simulations, a comprehensive evaluation was
conducted to assess the depiction of the simulated vehicle
compared to the actual vehicle. The experimental setup is
shown in Fig. 6, where two RT devices were attached to the
articulated bus to measure the actual sensor signals. In this
evaluation, the actual vehicle and TruckSim sensor signals
were compared and analyzed during three double-lane-change
maneuvers at a speed of 60 kp/h. The test results from
the actual vehicle and the simulation results for the same
maneuver are shown in Fig. 7. Specifically, the evaluation
focused on the similarity of crucial factors influencing lateral
behavior: yaw rate, lateral acceleration, and articulated angle.

The similarity was quantitatively assessed using root mean
square error (RMSE) and normalized RMSE (NRMSE).
RMSE and NRMSE for each state are analyzed as follows:

RMSE := ∥(·)act − (·)sim∥, NRMSE :=
∥(·)act − (·)sim∥
max (|(·)act|)

(30)

where (·)act and (·)sim represent the states measured by
experiments and simulations, respectively. The analysis results
are shown in Table V. The simulation conducted through
TruckSim exhibited a similarity of about 90% across all
vehicle states. The minor disparities observed can be attributed
to the imperfect measurement of parameters such as toe and
camber in the actual vehicle. More accurate simulations can be
achieved with complete knowledge of all component param-
eters. Nevertheless, the simulated environment by TruckSim
provides a sufficiently accurate representation of the actual
vehicle for analyzing the proposed algorithm.

B. Maximal error tube: Prediction model vs Actual plant

This section analyzes the maximal error tube between the
prediction model and the actual plant, simulated in TruckSim.
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(a) (b)

(c) (d)

(e) (f)

Fig. 7. Actual articulated vehicle test results vs Simulation results. (a) Steering wheel angle. (b) Articulated angle. (c) Yaw rate of the first unit. (d) Yaw rate
of the second unit. (e) Lateral acceleration of the first unit. (f) Lateral acceleration of the second unit.

The prediction model, actual plant, and disturbance are shown
in (31).

x̄(k + 1) = Ād,kx̄(k) + B̄dū(k) + B̄rd,kκdes(k)

x(k + 1) = Ād,kx(k) + B̄du(k) + B̄rd,kκdes(k) +w(k)
(31)

In order to obtain the maximal error tube, it is essential to
analyze the disturbance boundary (W) of the disturbance (w).
We calculated S∞ under various deceleration, acceleration,
and steering scenarios. The corresponding scenario used in
this study is illustrated in Fig. 8.

At each step, S∞,k was analyzed through the following
process:

1. Identifying maximum disturbance at k step: w(k) ∈ Wk

2. Identifying system matrices for v̄x(k) at k step:
Ād,k, B̄d,k

3. Set feedback control gain at 100km/h (stable gain): K
We used fixed LQR feedback gain at the maximum velocity

of 100 km/h. If K is defined at a lower velocity than the
maximum velocity, the closed-loop system (Ād,k − B̄d,kK)
becomes unstable at higher velocities. Therefore, we defined
K at the maximum velocity, 100 km/h.

4. Analyzing maximal error tube at k step (S∞,k) as follows:

S∞,k :=

∞∑
i=0

(Ād,k − B̄d,kK)iW

=W⊕ (Ād,k − B̄d,kK)Wk ⊕ . . .

(32)

-10

-5

0

0 10 20 30 40 50 60 70

-5

0

5

(a)

(b)

Fig. 8. Scenario of maximal disturbance analysis. (a) Longitudinal accelera-
tion. (b) Lateral acceleration.

5. Analyzing maximal error tube as follows:

S∞ := max(S∞,k) (33)

The maximal error tubes of the lateral error for the first unit
(ēy2) and second unit (ēy1) through (32) and (33) for various
conditions are shown in Fig. 9.

For Fig. 9, the X-axis represents the error propagation step,
while the Y-axis represents the maximum size of the maximal
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(a)

(b)
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Fig. 9. Maximal error tube of lateral errors. (a) First unit. (b) Second unit.

TABLE VI
MAXIMAL ERROR TUBES & CONSTRAINT TIGHTENING.

Original Maximal Tightened
constraints error tube constrains

ey1[m] [−0.5, 0.5] [−0.1, 0.1] [−0.4, 0.4]
ey2[m] [−0.5, 0.5] [−0.4, 0.4] [−0.1, 0.1]
δsw[deg] [−1080, 1080] [−30, 30] [−1050, 1050]

error tube. Fig. 9 shows that the maximal lateral error for
the first unit is within 10 cm, and the maximal lateral error
for the second unit is within 40 cm. These values represent
the maximum error boundary for a disturbance, including
modeling error, can cause. Furthermore, the maximal feedback
input tube (kswKS∞) is within 30 deg for the steering wheel
angle. Finally, the input and tracking error constraints were
tightened by conducting error tube analysis, as presented in
Table VI.

Remark 3. The tube-based RMPC employs a constraints
tightening approach ((X̄, Ū)− > (X ⊖ S∞,U ⊖ KS∞)) to
ensure robustness against modeling errors. The constraints are
set conservatively, aligned with the maximal error tube (S∞).
Consequently, a more extensive maximal error tube set might
compromise the feasibility of the MPC. Fortunately, there exist
several strategies to address or mitigate this issue:

1) Accurate modeling: At its core, the discrepancy be-
tween the actual plant and the prediction model induces
infeasibility. Hence, achieving accurate modeling stands as
a foundational solution. 2) Hard/Soft constraints: Infeasibility
primarily arises from hard constraints. Enhancing feasibility
involves categorizing states as soft or hard constraints based
on their criticality to the system. 3) Small/Large feedback gain:
The closed-loop system matrix, Ād,k− B̄d,kK, influences the
maximal error tube. A large feedback gain reduces (S∞),
and a small one reduces KS∞. Therefore, feasibility can
be increased by adjusting the appropriate feedback gain. 4.
Stochastic RMPC: Stochastic RMPC expresses error stochas-
tically. So, although it may not satisfy original constraints
100%, it has the advantage of being less conservative. The

TABLE VII
TUNING PARAMETERS OF THE TRACKING CONTROLLER.

Symbol Parameters Value
△t Sampling time 20ms
Np Prediction horizon 100
Nc Control horizon 100

2.
5𝑚𝑚

3.
5𝑚𝑚

3.
5𝑚𝑚

150𝑚𝑚
100𝑚𝑚 50𝑚𝑚50𝑚𝑚 50𝑚𝑚 100𝑚𝑚

350𝑚𝑚

100𝑘𝑘𝑘𝑘/ℎ

Fig. 10. Reference path: Double lane change at 100 km/h.

corresponding technique can be used if it is difficult to secure
the problem’s feasibility.

Employing the methods above contributes to enhancing the
feasibility of the algorithm.

Remark 4. This study analyzes modeling errors between the
actual plant (simulation high-order model) and the prediction
model (linear dynamics model). During this analysis, the
considered disturbances are broadly categorized into three
types: 1) Unmodeled dynamics, encompassing aspects like
chassis and roll pitch dynamics; 2) Nonlinear tire models
and complex dynamics, such as coordinate conversion; and 3)
Dynamic errors arising from parameter errors. Consequently,
the algorithm’s robustness was secured by scrutinizing the
maximum error set brought about by disturbances, including
modeling inaccuracies.

V. SIMULATION RESULTS

A. Simulation scenario & Comparison algorithm

The performance of the proposed algorithm was evaluated
using the TruckSim simulation software. Tuning parameters
for the proposed algorithm are shown in Table VII. The
driving scenario is a double lane change (DLC) maneuver for
autonomous articulated vehicles at 100 km/h. This particular
scenario exhibits highly demanding behavior, necessitating
advanced control technology to ensure the safety and stability
of the vehicle. Thus, the effectiveness of the proposed algo-
rithm can be objectively and thoroughly analyzed through this
scenario. The reference path is depicted in Fig. 10.

The proposed algorithm’s steering wheel angle is optimized
by solving the optimization problem (29) for the reference path
during the DLC maneuver. The proposed tracking controller
ensures performance, safety, and robustness through the tube-
based RMPC technique.

The proposed algorithm was compared and analyzed with
two state-of-the-art control algorithms for tracking control.

• Linear quadratic regulator (LQR) controller
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The LQR controller is an optimal control technique, exhibit-
ing two significant distinctions from MPC. Firstly, the LQR
controller generates inputs solely based on the current state
without considering future reference. Secondly, it can not set
states and input constraints. Hence, the strengths and attributes
of the proposed algorithm are examined by conducting a com-
parative analysis. The control input from the LQR controller
can be expressed as follows:

u(k) = −K(x(k)− xdes(k))

where x(k)− xdes(k) = x(k) + C̄−1D̄κdes(k)
(34)

Here, the feedback control gain, denoted as K, is deter-
mined through (12).

• Pursuit controller using an adaptive look-ahead
The performance of the proposed algorithm was compared

with the latest geometric controller, the pure pursuit controller
using an adaptive look-ahead algorithm [33]. This algorithm
represents an advancement over the traditional pure pursuit
algorithm and has shown superior performance among classic
control algorithms. The algorithm incorporates a look-ahead
distance, which is defined as:

ld = (k1vx1 − ld,min)e
−k2y

2
e1 + ld,min (35)

where ld,min represents the minimal look-ahead distance, ye1
represents the tracking error of the first unit, and k1 and
k2 represent positive constants that adjust the sensitivity to
speed and error. The classic tracking control algorithm was
implemented by incorporating the above adaptive look-ahead
distance.

B. Simulation results

The simulation results are presented in Fig. 11. In all figures,
blue lines represent the proposed tube-based RMPC-based
tracking controller. In contrast, red lines represent the LQR
controller, and yellow lines represent the pure pursuit con-
troller with adaptive look-ahead distance. Fig. 11(a) presents
the trajectory of the autonomous articulated vehicle using
each controller. The solid line represents the trajectory of
the first unit, and the dash-single dotted line represents the
trajectory of the second unit. The black dashed line depicts
the reference path. The proposed algorithm, employing the
tube-based RMPC control technique, achieves highly accurate
tracking of the reference path without any lane violation. This
accomplishment is particularly significant given the challenges
of steering an articulated vehicle. Moreover, the trajectories of
both the first and second units exhibit remarkable similarities.

In contrast, utilizing the pure pursuit method demonstrates
inferior tracking performance. The occurrence of lane vio-
lations at approximately 150m and 250m can be observed,
and a notable disparity between the trajectories of the first
and second units is evident. Even the LQR controller, an
optimization-based control approach, the second unit was
observed nearly encroaching upon the lane at the 150m and
250m sections. Thus, in terms of the safety of autonomous

vehicles, the tube-based RMPC approach offers significant
advantages.

Fig. 11(b) presents the steering wheel angle applied by each
controller. The dotted line represents the nominal input value
obtained through the optimization problem in (29), while the
solid line represents the actual input. The dash-single dotted
line represents the feedback input by the tube-based RMPC
technique. The proposed algorithm combines the nominal
input and the feedback input to form the actual input. The
nominal input optimizes the cost function, while the feedback
input ensures robustness against disturbances. As a result, the
proposed algorithm guarantees both optimization and robust-
ness. Notably, the proposed algorithm requires significantly
lower input compared to LQR and pure pursuit controllers.
Despite the lower input value, the proposed algorithm ensures
higher performance and robustness than pure pursuit.

Fig. 11(c) presents the yaw rate of the autonomous artic-
ulated vehicle. The solid line represents the result for the
first unit, while the dash-single dotted line represents the
result for the second unit. Like the steering wheel angle,
the proposed algorithm exhibits a relatively low yaw rate,
whereas the LQR and pure pursuit controllers demonstrate a
considerably higher yaw rate. The proposed algorithm achieves
high tracking performance even with a low yaw rate.

Fig. 11(d)-(e) present the tracking errors of the first and
second units, respectively. The blue dotted line represents the
nominal tracking error obtained through optimization in (29),
while the solid line represents the actual tracking error. For the
target system, the maximum allowable tracking error was set to
50 cm, considering the vehicle width and lane width, and the
black dotted line represents these original constraints. These
are hard constraints that must always be satisfied. Therefore,
constraint tightening was performed through error tube analy-
sis to ensure robustness, and the black dash-single dotted line
represents tightened constraints. The nominal tracking error of
the proposed algorithm satisfies the tightened constraints, and
the actual tracking error automatically satisfies the original
constraints. As a result, the proposed algorithm satisfies the
original constraints, even in modeling errors.

An intriguing observation emerged from the LQR controller
results. While the LQR controller demonstrated satisfactory
tracking performance for the first unit, it exhibited subpar
tracking performance for the second unit. Consequently, the
tracking error for the second unit exceeded 50 cm, violating
its safety constraints. It implies that while the tracking con-
troller employing LQR can ensure performance for passenger
vehicles, which are single-unit vehicles, it is necessary to apply
advanced control techniques for articulated vehicles, which are
multi-unit vehicles.

Also pure pursuit exhibits a tracking error exceeding 50 cm.
Such a tracking error can lead to lane violations and collisions
with obstacles, undermining safety. In fact, due to such track-
ing errors, lane violations occur when control is performed
using pure pursuit, as shown in Fig. 11(a).

Fig. 11(f) presents the lateral acceleration. The solid line
and the dash-single dotted line represent the results for the first
and second units, respectively. The black dotted line indicates
the original constraints. Articulated vehicles typically have a
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(a)

(b) (c)

(d) (e)

(f) (g)

Fig. 11. Simulation results of double lane change at 100 km/h. (a) Trajectories of autonomous articulated vehicles. (b) Steering wheel angle. (c) Yaw rate.
(d) Tracking error of the first unit. (e) Tracking error of the second unit. (f) Lateral acceleration. (g) Tire slip angle.

TABLE VIII
SIMULATION RESULTS: CONSTRAINTS, MIN., MAX. VALUES AND SATISFACTION.

Proposed algorithm LQR [34]
States Units Constraints Min., Max. value Satisfaction Min., Max. value Satisfaction Min., Max. value Satisfaction
δsw [deg] [−1080, 1080] [−138.3, 138.0] O [−220.7, 213.9] O [−307.0, 247.1] O
r1 [deg/s] - [−11.0, 11.1] - [−22.2, 21.9] - [−27.0, 21.5] -
r2 [deg/s] - [−13.1, 13.2] - [−31.1, 30.9] - [−41.3, 26.4] -
ey1 [m] [−0.5, 0.5] [−0.225, 0.229] O [−0.086, 0.090] O [−0.775, 0.776] X
ey2 [m] [−0.5, 0.5] [−0.157, 0.173] O [−0.554, 0.566] X [−1.226, 1.197] X
ay1 [m/s2] [−5, 5] [−2.68, 2.67] O [−4.61, 4.61] O [−5.28, 6.10] X
ay2 [m/s2] [−5, 5] [−3.40, 3.39] O [−6.17, 6.16] X [−7.59, 6.91] X

α1,2,3 [deg] [−8, 8] [−2.94, 3.02] O [−6.88, 6.95] O [−7.98, 10.68] X



12

0 2 4 6 8 10 12

2

4

6

8

10

Fig. 12. Execution time of the proposed algorithm.

lateral acceleration limit of 5m/s2 to prevent rollover [30].
The proposed algorithm achieves a lateral acceleration of about
3m/s2. In contrast, the LQR and pure pursuit controllers
exhibit a value exceeding 5m/s2, which can lead to a rollover.
The proposed algorithm improves safety, particularly rollover
prevention, through constraints on lateral acceleration.

Fig. 11(g) presents the tire slip angle for each axis. The
dotted, solid, and dash-single dotted lines represent the tire
slip values for the first, second, and third axes, respectively.
The black dotted line depicts the original constraints. As
shown in Fig. 5, tires saturate at a tire slip angle of ap-
proximately 10 deg. When the tires reach saturation, control
actions such as braking and steering become less effective,
and stability is compromised. Thus, tire slip directly affects
vehicle stability and safety. The proposed algorithm prevents
tire saturation by imposing constraints on tire slip angles. Also,
the optimization-based LQR controller luckily satisfied the tire
slip constraints. In contrast, classic controllers like pure pursuit
can not consider these constraints, resulting in almost saturated
tire slip angles. This property is a significant drawback in terms
of stability.

Table VIII summarizes whether the constraints are satisfied
and provides each state’s maximum and minimum values. The
proposed algorithm satisfies all constraints. In contrast, the
LQR and geometric controllers violate several constraints.

Consequently, LQR and geometric controllers, including a
pure suit, are unsuitable for articulated vehicles, and an ad-
vanced tracking controller such as MPC is required. Moreover,
states that significantly impact safety, such as tracking errors,
must be unconditionally satisfied despite modeling errors. This
study proposed a robust tracking controller for autonomous
articulated vehicles. In conclusion, the proposed algorithm
ensures performance, safety, and robustness.

Remark 5. ‘OSQP solver’ [34] is used as a quadratic pro-
gramming solver. This solver is a state-of-the-art algorithm.
Fig. 12 presents the execution time of the proposed algorithm
implemented using ‘OSQP solver’. The computations were
performed on an Intel Core i7-7700k CPU @ 4.20Hz. The
simulation results revealed that the average execution time
was 4.44ms, much shorter than the 20ms sampling time.
Furthermore, the maximum execution time was below 10ms.
Consequently, the real-time implementation of the proposed
algorithm would be possible.

VI. CONCLUSION AND FUTURE WORK

This paper presents a novel framework for a robust tracking
controller designed specifically for autonomous articulated
vehicles using a tube-based RMPC approach. The proposed
controller leverages the lumped lateral dynamics model as the
prediction model, allowing tracking errors of first and second
units to be predicted. A set of constraints was established to
ensure the safety and stability of the ego vehicle. Among these
constraints, certain ones were categorized as hard constraints
that necessitate unconditional satisfaction. Therefore, com-
pensation was required due to unavoidable modeling errors
between the actual plant and the prediction model. This paper
analyzes the maximal error tube and employs constraints
tightening based on this analysis to ensure robustness. The pro-
posed algorithm demonstrated superior performance, safety,
and robustness through simulations compared to geometric
controllers. The simulation results showcase the effectiveness
of the proposed algorithm in accurately tracking a reference
path, providing precise steering control, and adhering to
safety constraints such as lateral stability, rollover prevention,
and tracking error limits. The proposed framework offers
significant advancements in autonomous articulated vehicles,
enabling enhanced control capabilities and addressing the
challenges posed by modeling errors.

While the proposed framework provides promising results,
there are several avenues for future research and improvement.
First, the proposed algorithm can be experimentally verified
with autonomous articulated vehicles. These validations pro-
vide valuable insight into the algorithm’s performance in real-
world scenarios and help validate its effectiveness. It includes
implementing the controller in a vehicle and conducting field
tests under various driving conditions. Second, various predic-
tion models can be combined. In particular, incorporating lon-
gitudinal dynamics could enhance the algorithm’s realism and
generality. Furthermore, including constraints on engine and
brake torque would be beneficial. Significant future research
involves the development of an integrated tracking controller
that accounts for both longitudinal and lateral dynamics. In
conclusion, the proposed framework for a robust tracking
controller for autonomously articulated vehicles shows excel-
lent potential to improve the safety and performance of these
vehicles. Future work may focus on validating the algorithm
in real-world scenarios and extending the model.

ACKNOWLEDGMENT

This research was partly supported by the BK21 FOUR Pro-
gram of the National Research Foundation Korea(NRF) grant
funded by the Ministry of Education(MOE)., the Technology
Innovation Program (20014983, Development of autonomous
chassis platform for a modular vehicle) funded By the Ministry
of Trade, Industry & Energy(MOTIE, Korea)., and the Au-
tonomous Driving Technology Development Innovation Pro-
gram (20018181, Development of Lv. 4+ autonomous driving
vehicle platform based on point-to-point driving to logistic
center for heavy trucks) funded by the Ministry of Trade,
Industry & Energy(MOTIE, Korea) and Korea Evaluation
Institute of Industrial Technology(KEIT)



13

REFERENCES

[1] S. Oikawa, Y. Matsui, N. Kubota, S. Aomura, K. Sorimachi, A. Imanishi,
and T. Fujimura, “Features of fatal truck accidents compared with
sedans,” International journal of automotive technology, vol. 22, pp.
931–939, 2021.
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