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Awareness on Present and Future Trajectory of
Vehicle Using Multiple Hypotheses in the
Mixed Traffic of Intersection

Yunhyoung Hwang

Abstract—1In the transition period, autonomous vehicles
are mixed with unconnected traffic occupants, such as
non-autonomous vehicles and pedestrians, resulting in a major
hurdle toward autonomy in urban areas, especially at intersec-
tions. In this context, the cooperative-intelligent transportation
system (C-ITS) affords a promising solution to achieve a break-
through with its omniscient sensors network and computing
capability. From the perspective of a C-ITS-based service, the
trajectory of non-autonomous vehicle is a critical uncertainty
that resides at the intersection. Therefore, this paper proposes
a unique interactive framework, which is installed in the edge
server of C-ITS and can estimate the present trajectories and
predict the future trajectories of the non-autonomous vehicles at
intersections. The proposed framework was based on multiple
hypotheses of possible maneuvers that formed the confined prior
set to reduce the high uncertainties posed by the complicated
environment of the urban intersection. The resulting all-in-one
framework provided a stable long-term trajectory prediction
with intrinsic maneuver classification and improved tracking in
an integrated way by incorporating the interactions between
the multiple hypotheses. This situation awareness can assist
autonomous vehicles to drive safely and defensively. The proposed
framework was verified using a dataset collected at a real urban
intersection.

Index Terms— Autonomous vehicle, C-ITS, edge computing,
intelligent transportation system, intersection, maneuver classifi-
cation, situation awareness, trajectory prediction.

I. INTRODUCTION

AFETY is the key challenge for achieving the wide spread
of autonomous driving. Among the various operational
domains, the road intersection is the most challenging sit-
uation, because the traffic is mixed with non-autonomous
vehicles and pedestrians, the traffic flows are crossed, and the
line of sight of on-board sensors of autonomous vehicles is
often obstructed by buildings or other traffic participants.
Autonomous driving at the intersections therefore inevitably
requires the assist of cooperative-intelligent transportation sys-
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tem (C-ITS), which is promising given its omniscient sensor
system and computing capability. In the advanced C-ITS,
as demonstrated in [1], [2], multiple road-side sensors are
utilized to monitor the mixed traffic at the intersection. This
C-ITS with the sensor network is currently evolving toward
autonomous intersections without traffic lights and thus realize
fully autonomous traffic [3].

In a fully autonomous traffic, every autonomous vehicle
would be connected with each other and to the supporting
infrastructure. However, the problem arises in the transition
period, where non-autonomous vehicles are mixed in the
traffic, and several of them are “not connected.” This is one
of most critical uncertainties for both the autonomous vehicles
and C-ITS. It has been forecasted [4] that the penetration rate
of autonomous vehicle of level 4 and 5 would be below 40%
in 2035 even from an optimistic outlook. Although the rate
for the connected vehicle would be higher, the replacement of
existing vehicles will take time.

From the perspective of C-ITS for the urban intersection,
certain challenges with the non-autonomous vehicles remain.
First, a typical uncertainty that needs awareness is “Where will
they go?”” The trajectory of the vehicles should be predicted for
the path planning of nearby autonomous vehicles. In particular,
it might be important to know which lane they will move
toward, rather than pursue the exact prediction of future
trajectories, which is intractable owing to the high level of
uncertainty in the intersection environment. This criterion was
the main concern of this study. Moreover, an abnormal lane
change should be recognized even during the turning maneu-
ver. In contrast to the existing advanced driver-assistance
system (ADAS), such as the autonomous emergency braking
(AEB), the false negative rate would be an important factor
for the defensive driving assist from the infrastructure, because
the auto-recognition of an abnormal lane change would be
very challenging for the autonomous vehicle. Second, for
the multi-sensors fusion by the server, their states should be
tracked as accurately as possible. Moreover, the quality of
tracking is closely related to the performance of the trajectory
prediction.

In the literature, trajectory prediction can be roughly clas-
sified into motion-based and context-based approaches. In the
motion-based approach, the future trajectory is predicted from
the current and past motion states.

In [5], the motion states were tracked based on the multiple
motion models that are associated with interactive multiple
model (IMM) structure [6], and the trajectory prediction at the
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curve was corrected with GIS information. In [7], the motion
hypothesis was associated with a map-based trajectory by
treating the states as pseudo-measurements. Similarly, in [8],
a most probable path was prepared by clustering for the pre-
diction, and the predicted motion was utilized for the iterative
path planning of the ego vehicle. Reference [9] estimated the
motion states of the ego vehicle with double Kalman filters
and information from the in-vehicle network, and the estimated
states were associated with the statistically obtained trajectory
for motion prediction.

In another study [10], the authors used a motion history to
predict the future trajectories at the intersection, which was
based on the variational Gaussian mixture model (VGMM)
framework. In a subsequent work [11], they proposed a
hierarchical mixture of experts (HME) framework to approx-
imate the conditional probability density function to lower
the dependency on the input data. Another study [12], which
was motivated from [13], proposed the particle filter-based
approach that the likelihood is determined from the similarity
test with the quaternion-based rotationally invariant longest
common subsequence (QRLCS) metric, where the particles
are sampled implicitly in the trajectories database. In addition,
motion prediction in [14] used a mixture of experts (MOE)
that combined the predictions from GMM-based expert that
is trained with deep neural network (DNN) and additional
odometry-based expert.

In case of motion-based prediction that usually associates
the motion states to a certain path, there could be sharp and
sudden switching between possible trajectories, making the
prediction less flexible unless prepared densely as in [10]
and [12]. It is the distribution of the possible trajectories (i.e.,
the prior distribution) that makes trajectory prediction difficult.

In the context-based approach, the prediction is usually
made in the machine learning frameworks, because the context
is inferred or considered as a statistical input.

References [15] and [16] predicted the trajectory from the
inference with the context information, including the intent
of the driver, using Bayesian Network. In [16], the authors
used the intelligent driver model (IDM) [17] to model the
longitudinal behavior of the vehicle. Furthermore, in [18],
the results of motion- and maneuver-based prediction models
were mixed in the Frenet frame. The prediction was more
weighted to the motion-based model for a short prediction
horizon. The trajectory was predicted even before the entrance
of the intersection in [19]. This was possible because the con-
text information, including the layout of the intersection and
kinematic variables, was utilized. In [20], the hidden Markov
model (HMM) was used for maneuver recognition from which
the trajectory is predicted in the VGMM framework proposed
in [10]. In [21], the authors demonstrated that large-scale data
can improve the performance of the maneuver classification as
well as trajectory prediction. In addition, a unique integrated
approach that combined the maneuver classification and trajec-
tory prediction in the GMM framework was proposed in [21],
as an alternative to the MOE approach. Currently, studies
based on recurrent neural networks (RNNs) are achieving
substantial improvements in the field of trajectory prediction.
In [22], the authors introduced the long-short term memory
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Fig. 1. Exemplary illustration of the maneuver components for the left turn,
which is the case of N = 4 for two lanes of entry and exit. The mc(;) denotes
the i-th maneuver component.

(LSTM) based framework for trajectory prediction in highway
situations. In another study [23], the authors combined the
attention mechanism to an LSTM-based framework to learn
the interaction between vehicles. Reference [24] proposed the
mixture density network (MDN) coupled framework featur-
ing innovative multi-modal trajectory prediction for urban
roundabouts.

However, regardless of the background theory, previous
works have mainly focused on trajectory prediction or maneu-
ver classification in highway situations. However, in case of
intersections, the states of vehicle change more dynamically
compared to those in the highway scenario because of the
added degrees of freedom; thus, the uncertainty is amplified
with the layout of the roads. A simple example is the change
of lane during turning. Therefore, the long-term prediction
would be increasingly uncertain as the complexity of the
environment increases. Thus, performance must be secured for
urban intersections. Moreover, the existing decision system
consists of separate tracking, maneuver classification, and
trajectory prediction modules, thus complicating the structure
of the system.

This study focuses on situation awareness in urban intersec-
tions, including tracking the present and predicting the long-
term future, as well as classifying abnormal lane changes.
These tasks are accomplished with a confined set of prior
knowledge, which is utilized in the proposed framework to
reduce the high levels of uncertainty at the intersection, thus
making the prediction in the complicated environment more
certain. Although recent relevant studies are focusing on using
increasingly more data to overcome the uncertainty, it is
expected that these basic attributes of the road could prevent
excessive reliance on data.

The proposed framework is based on the IMM structure [6],
which is widely used for target tracking and prediction [5],
[25]-[28]. Unlike the popular approaches that use multiple
hypotheses on various types of motion models [5], [27], [28],
the proposed framework uses the multiple hypotheses on pos-
sible maneuvers coupled with a confined prior set of maneuver
patterns—referred to as maneuver component and depicted in
Fig. 1. This is a unique approach that has not been addressed
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Fig. 2. Architecture of the proposed IMM-based framework. The yellow box
represents each hypothesis, and gray and white boxes represent the hidden
states and observations, respectively. Wy denotes the set of the posterior of
multiple hypotheses; and i € {1, ..., N} denotes the index of the hypothesis,
where N is the maximum value, and the k denotes the index of current time
step.

in literatures, and the basic concept was motivated from the
assumption that the trajectory of the vehicle can be represented
as a mixture of these multiple maneuver components. Thus, the
predictions can be flexible, because numerous maneuvers can
be made from the mixture. The prior knowledge is defined
from these few maneuver components and the transitions
between them.
The main contribution of this study is as follows:

« A unique interactive framework based on IMM structure
is proposed for long-term trajectory prediction at urban
intersections, in which the multiple hypotheses are set for
possible maneuvers, rather than motion models as con-
ventional tracking problems. Further, experiment results
specific to the urban intersection are presented, which
was not much introduced in the literature. Because the
prior knowledge of patterned maneuvers at a specific
intersection is utilized in the proposed framework, it is
expected that these basic attributes of the road could
reduce excessive reliance on data.

o Moreover, the proposed framework inherently makes
maneuver classification in the course of interaction, which
can be utilized to detect abnormal lane changes and thus
can be a practical feature for safe autonomous driving at
intersections.

o Furthermore, the quality of tracking can be enhanced in
a dynamic situation such as at an intersection because
prior knowledge of the maneuver components serves as
a feed-forward input in the context of tracking. This
enhanced tracking will contribute to the improvement
of the stability of the predictions. Thus, the architecture
for situation awareness is simplified with the resulting

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 23, NO. 10, OCTOBER 2022

all-in-one framework. In contrast to existing decision
systems where each task is separately operated and thus
separate learning is required, maneuver classification,
tracking, and prediction are all integrated into one soft-
ware. Moreover, all these operations are executed with
only the black-box information that can be observed from
outside the target vehicle.

The ultimate goal of this contribution was to help C-ITS or
the edge-server assist safe and defensive autonomous driving
in the mixed traffic of the intersection with awareness on the
behavior of surrounding non-autonomous vehicles. This study
specifically focuses on the left-turn case at the intersection
because of the frequent conflicts occurring herein. Evidently,
the proposed framework can be applied to any kind of maneu-
ver at the intersection.

The remaining part of this article is organized as follows.
Section II introduces the proposed interactive framework
based on IMM structure. The concept of maneuver component
is explained and its formulation is introduced. Section III
defines the multiple hypotheses for the IMM structure,
which are coupled with the maneuver component and kine-
matic extended Kalman filter (K-EKF) design. Subsequently,
Section IV introduces the IMM structure in which multiple
hypotheses interact with each other and the posterior of each
maneuver component is obtained from Bayesian inference.
In Section V, the quality of tracking, trajectory prediction, and
the maneuver classification are synthetically evaluated with the
experiment results, which is followed by a description of the
conclusions drawn.

I1I. PROPOSED FRAMEWORK
A. Architecture of the Framework

The proposed framework was motivated by the represen-
tation of the arbitrary trajectory as a mixture of multiple
maneuver components; thus, it was implemented based on the
IMM structure [6] with multiple hypotheses on the maneuver
components. In addition, the maneuver classification, tracking,
and trajectory prediction were conducted by virtue of the inter-
actions between these hypotheses in an all-inclusive manner.
As presented in Fig. 2, all the tasks of the architecture are
conducted in the following steps:

1) Step I: Multiple maneuver components are modeled as
depicted in Fig. 1.

2) Step II: A maneuver hypothesis is defined with a filter
design for each maneuver component mc;), that is, the i-th
maneuver hypothesis for the i-th maneuver component is
defined.

3) Step III: Multiple hypotheses interact with each other in
the IMM structure with the posterior probabilities of each
hypothesis obtained at the previous time step. Following
the interaction, each hypothesis generates a-priori and
a-posteriori state estimates with a property c,((lll of the
coupled maneuver component nc(;), which is a function
of observation z; and characterizes each hypothesis.

4) Step IV (Maneuver classification): An intrinsic
maneuver-classification is conducted when evaluating
the posterior probability of each hypothesis using the
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observations and the a-priori state estimates, which can be
defined as follows:

() 2140 (1)

where 9{,((’) denotes the maneuver hypothesis of the current
time step on mc(;), and z1;; denotes the observation of the
current time step and history.

5) Step V (Tracking): The a-posteriori state estimates from
each hypothesis are mixed with the posterior probabilities
of each hypothesis in (1) obtained at the current time step,
thus generating a mixed track.

6) Step VI (Prediction): The future states are predicted from
the posterior probabilities of each hypothesis for the pre-
diction horizon, implying that the future is predicted from
the current combination of maneuver hypotheses.

B. Definition of Maneuver Component

The maneuver component is a representative maneuver or a
path at the intersection and forms the basis for the maneuver
classification, tracking, and trajectory prediction; it can be
defined statistically from the dataset or simply from the GIS
information. In this study, the maneuver component is defined
from the dataset and is modeled with a quartic Bézier curve
as follows (M = 4):

P(1) = M b OPw, (Poli=1,....,M+1}, (2

where P(¢) denotes the point on the curve at the parameter t
and 0 <t < 1, and P(;) denotes a control pomt that controls
the shape of curve. The binomial coefficient b is defined as
follows:

. . M!
b (1) = (Af) (1 — )M=igt, (1\14) TG (3)

Bézier curve is widely used for planning the path for
autonomous driving. Thus, the maneuver component defined
by the Bézier curve is advantageous and useful for planning the
paths of autonomous vehicles that pass through the intersec-
tion. Moreover, this would be beneficial, especially when the
lane marking inside the intersection is absent or not realistic.
In addition, only a few control points are delivered to the
autonomous vehicles for their safe autonomous driving at the
intersection. Furthermore, the Bézier curve provides simple
control with the parameter t and features convenient tools to
acquire a heading or curvature for a certain point on it.

In this study, the methodology suggested in [29] is utilized
to model the maneuver component based on the Bézier curve.
The multiple control points are tuned to determine the best fit
to the trajectories in the dataset. Fig. 3 illustrates an exemplary
configuration of five control points for modeling the maneuver
component based on the quartic Bézier curve. The control
points Py /P and P3/P4 are aligned with the roads, and P is
placed at the intersecting point of PoP; and P3P4. Finally, the
distance between the control points, di and d», are tuned by
adjusting the control points P; and P3 from the dataset. The
constructed maneuver components for the left turn at the real
intersection are represented subsequent sections detailing the
experiment results.
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Fig. 3. Exemplary illustration of constructing a maneuver component for the
left turn based on the Bézier curve. There are five control points, because it
is quartic. A white dotted line represents the modeled maneuver component.

Fig. 4. Definition of maneuver hypothesis and the property c,(ci) The bold
arrow denotes the i-th hypothesis i]-C( D from which the states evolve with the

(@)

property of ¢;” on the mc(;.

III. MANEUVER HYPOTHESIS
A. Definition

A maneuver hypothesis defines that the target vehicle moves
with the property of a specific maneuver component In the
proposed framework, each i-th hypothesis ﬂ{k generates the
a-posteriori state estimate as follows:

PG Iz, ), @
where x,Ei) is the state estimate from the i-th hypothesis, and
is implemented in the following form:

(o, k™). ()

is composed of the heading

P(x;(f)lmzk, )) C(l)

As shown in (5), the property c( D

angle ¢ and curvature k. As depicted in Fig. 4, c,(c) is defined

at the projected observation z( D on the mc(;y. In addition, the
maneuver hypothesis is modeled with an EKF based on the
kinematic motion model, as will be discussed later.

B. Basic Consideration

The sensors—such as the radar [1], lidar, and camera [2]
—of the C-ITS are installed in fixed locations that guarantee
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an unobstructed sight for perception of the mixed traffic.
As multiple sensors of complementary types and field of views
are fused with each other, it was verified that the position of the
target vehicle could be observed with fairly high accuracy [30].
Moreover, only the black-box information is available, which
can be observed from outside the vehicle.

Therefore, the observation for the filter design comprises
only the position, and the kinematic model assumes a point
mass for the motion model, because the targets for the situation
awareness in this study are the non-autonomous vehicles
without connectivity. In addition, property c,((l) , which is a
function of observation z;, becomes an input to the model
that characterizes each hypothesis. Definition of maneuver
hypothesis and the property c,(() The bold arrow denotes the

i-th hypothesis 9{() from which the states evolve with the

property of c() on the mc;).

C. Motion Model

The motion model of the hypothesis is based on the
constant-turn-rate-and-velocity (CTRV) kinematic model for
simplicity. Evidently, the motion model can be extended to
higher orders such as the constant acceleration models. There
are two types of CTRV model that have been widely used in
the literature. First, the CTRV I model is based on the cal-
culus of trigonometric functions [28], [31], [32] and provides
more accurate results, but it is disadvantageous for straight
driving cases where the denominator becomes zero. Therefore,
a special treatment is required to resolve this problem for the
configuration of multiple models. Second, the CTRV II model
can provide relatively less accurate results because it is based
on geometric approximation [33], [34]. However, the CTRV II
model poses no risk of indeterminate results as compared to
the CTRV I model. Moreover, the error from the geometric
approximation would be insignificant for the motion at the
intersection.

Thus, the CTRV II model is selected as the basis of the
kinematic model in this study, i.e., the motion model for each
hypothesis is designed based on the CTRV II model. The
property ck) from each maneuver component is arranged as
the input that characterizes each hypothesis 9{,(() as discussed
in the basic consideration. The states of the model for 9{(1)
are defined as follows:

(@) @0 L6 0 7

Xy =gy yely vy [x(l) xél) xal)] (6)

where x and y denote the positions for each coordinate axis,
and v denotes the velocity. The input is defined from c,(c’) as
follows:

“l(cl) cl(cl)l = [(plgl)l Klgl)l] ’ )
Thereafter, the state equation for the motion model is arranged
as follows:

( 0]

@) (@)
+ Juyxs AT)
xgl)cos(u(l) —i—é (zl)k (Z)AT) . (®)

0

)
. sin(u;
£ 20 4 a7
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Furthermore, (8) can be represented as the following
non-linear equation for the prediction model of the filter:

D= ra® L ul w,, w,), O)

where w, and w, are the additive noises for the input and
the xgl) state, respectively. These noises are assumed to be
uncorrelated and Gaussian as follows:

a2 0
u ~ N(O’ Qu)’ Qu = |:OW 0'K21| ) (loa)
000
«~NO0,Q,). Q,=0;]000 (10b)
001
and
axz 0
v~N@O,R), R= [0 G){| (10c¢)

where v is the observation noise. Although the observation
noise can affect the uncertainty in the curvature input, the
stated effect would be less if the path around the projected

observation z,Ei) is assumed to be locally circular.

D. Filter Design

The filter is designed in the EKF framework because of
the nonlinearity of the motion model as represented in (9).
Consequently, the state—space model in (8) is linearized with
Jacobian transformations as follows:

; %)
FO — f »
OXj—1 “k=1lk—1
10 —ATs'nngS(i) % (l) gl)ATzcosng(l)
=101 ATcos¢>(’) (l) XD ATsing? |, (D)
00 1
. of
B = ——lz0
ouy *k—1jk—1
mcosd)%l) 1(x3l))2ATcos</7>(l)
= AT (l)sm(/ﬁ 9 1()c3’))2ATsm(/5 2 (12)
0

0

where F ,Ei) and B,Ei) denote the system and input matrices,
respectively, and

P = (13)

() @ 0
Vs 2142’ X3 AT.
The a-priori state estimate J?,(j&fl is obtained from following
prediction model:

YY)

Xplk—1 = f(’21(21|k71’”1(<i))’ (14)

where f,((lz k=1 denotes a-posteriori state estimate at the
previous time step. Therefore, the a-priori covariance matrix
from (11)—(13) can be derived as

Pl(cl&c 1= Fl(cl)Pl(clll\kfl FNH" + 0, + B QB
(15)

The last term in (15) is induced from the uncertainties in the
input as represented in (10).
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For the calculation of the a-posteriori state estimate for (4),
a residual for each hypothesis is defined as

20— 20 _ gz

klk—1> (16)

where Z,((i) denotes the residual of i-th hypothesis at current
time step, and the observation matrix H is defined for the
position as

100
H = [0 1 O} | (a7
Therefore, the a-posteriori state estimate x kli becomes
£ _ 20 () @)
Xk =X T K 'z, 7, (18)
where the Kalman gain K, 0 i
K =P HT(S{) (19)
In (19), S,(j) is the residual covariance matrix.
S =R+HP, H" (20)

This residual covariance is used as the basis for maneuver
classification in this study.

IV. IMM STRUCTURE
A. Hypotheses Interaction

The interactions between the hypotheses are vital to the
IMM structure [6], as these interactions yield smooth tran-
sitions between multiple possible maneuvers in the proposed
framework. If it is assumed that the trajectory of the vehicle
has multiple internal maneuver modes, the posterior probabil-
ity of state estimate can be represented as

p(xilzin) = Zililp(xklznk,f}fl(f))p(f}f;(f)lzuk).

This representation implements the basic idea of this study
described in Sectlon II A, where N denotes the number of
hypotheses and p(ﬂ{k |z1:x) denotes the posterior probability
of each hypothesis that will be obtained subsequently. More-
over, the term p(xg|z1:x, 9{ ) corresponds to the posterior
probability of the state estlmate for each hypothesis in (4),
where it can be represented using Bayes’ theorem as follows:

PGl H) plerlzr—t, H)
pZklz1u-1, J{I(Cl))

21

P(Xk|zh, Z1k—1, Gf;(f))z
(22)

The prediction term in this Bayes filter can be represented
as the interactions with other hypotheses, incorporating the
inherent transitions through the Markov process as depicted
in Fig. 5:
P(xk|zlzkfla:}{1({i))
= =V plrlzix1, 7, 3G ) p GG 1HD 2 ),
(23)

In (23), p(ﬂ{lgj31|ﬂ{,£i),zlzk_1) is the probability of reverse
transition between hypotheses for the transition (j — i),

17695

Fig. 5. Markov process during the interaction between multiple maneuver
hypotheses.

which is denoted as P;l. In the IMM structure, the prediction
in (23) is approximated as

perlzis—t, H)
~ N B3, 220, P con()). 24)

The right-hand side of (24) implies that the state prediction
should be made from the mixture of previous a-posteriori
state estimates from each hypothesis. The reverse transition
probability P ﬁl can be translated into the transition probability
Pj; using Bayes’ theorem again.

Pl — sz(fH/((j)HZlk 1)

= (25)
sl PO )
where Pji = p(@ 1907 214-1) and p 1z1s1) s
the a-posteriori of each hypothesis at previous time steps.
Further details on the derivation of the IMM framework can
be obtained from [6] and [27]. Thus, the interactions between
hypotheses yield the prediction in (14) at each filter as

Al(cl&c 1= f(A(l+1)|k 1’”1{)) (26)
where x,(c +1)|k | is the interacted a-posteriori state estimate
from (24), described as follows:

J"\l(clJrl)\k 1= ZN lilgj)uk 1P
Pl(cl+1)\k 1= ZN: Py [Pl(cj)uk 1+(£1(<j—)1\k—1
A(l+1)\k 1)(xAl(cj)1|k 1 fl(cH_l)\k 1) ] 27
P(lJr)‘ k1 is the interacted a-posteriori covariance [6].

B. Posterior of Hypothesis (Maneuver Classification)

The posterior probability of each hypothesis is obtained
from the Bayesian inference, and this process can be inter-
preted as a maneuver classification. Thus, using Bayes’ theo-
rem,

Pl H) p(HD 1214-1)

(i)
p(g{k [Z1k) = - - .
=N plHD) pH z11)

(28)
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Fig. 6. Illustration of the process determining the marginal likelihood for
each hypothesis in (29). The dotted curve represents the ellipse of residual
covariance. In this example, the likelihood of J{(; is greater than that of J((;),
i.e., the motion of the vehicle is more expected to follow hypothesis ;).

In (28), p(ﬂ{,((l)lzlck_ 1) indicates the prior probability that is
calculated from prior knowledge. The key to calculate the
posterior probability in (28) is to derive the marginal likelihood
P(zi|36).

Claim: The marginal likelihood for each hypothesis in (28)
can be defined as

Pl ) ~ NHE, . SP). (29)

Proof: The likelihood of observation for each hypothesis is

plzlel”, HDy. (30)

The margmal likelihood can be calculated by marginalizing out
the states x,E of each hypothesis. From the total probability
theorem,

Pl HD) / plx, HO) pr® 2y, HOYax D)
31)

which can be expressed as
Pl H)
= / (zlxy, 7 p e 1211, 3 )dx)

/ Neze: Hx), RNGe: 2001, PO dx. (32)

Therefore, the marginalization of normal distribution results
in

Pkl H) ~ Nz Hx,ﬁ& LR+HP{, HT)

~ Nz HE(Y ;. S). (33)

|

Furthermore, Fig. 6 illustrates the process of calculating the

marginal likelihood from the current observation z; with the
distribution in (29).

For calculating the prior probability in (28), the prior

knowledge includes the maneuver components that can be

obtained from the dataset as discussed in Section II, and the
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following Markov transition matrix (MTM) that defines the
transition probabilities between maneuver hypotheses.

A e RNV A, i) = Py (34)

Although the MTM can be time-variant, it is considered
time-invariant in this study to ensure simplicity. For instance,
the transition probability would be reduced as the vehicle
approaches the exit of the intersection. Thereafter, the prior
probability in (28) can be calculated as follows:
PP 1z1x-1)
= 2L pEG I )6 1)

= coly(A) My, (35)

where col; (A) denotes the i-th column vector of matrix A.
In (35), My_ denotes the vector of the posterior probabilities
of each hypothesis at the previous time step as

M =pH 1z ... p™)

Moreover, the initial posterior probabilities of each hypothesis
are defined as the following categorical distribution:

p(HP|Py) = P,
o= {PPIZPY =1, i=1, -

lzix—D1".  (36)

, N}, (37)

where P(,(i) denotes the initial posterior probability of each
hypothesis.

C. State Mixing (Tracking)

The a-posteriori state estimates from each hypothesis are
mixed with the posterior probabilities of each hypothesis.

X = 2 00l K (38)
In the context of tracking, all the maneuver components and
posterior probabilities of each hypothesis act as feed-forward
elements. Thus, X ,é/‘[k in (38) is the mixed tracking result
generated with this feed-forward information. The a-posteriori
covariance of mixture P,’{Vl’k is calculated as follows [6]:

(@)
Pl =3 1P(5{(l)|zlk)[ Kk (Xklk

_Xklk)(Xl(cl&c f(ku() ] (39)

D. Prediction

The proposed framework obtains predictions based on the
posterior probabilities of each hypothesis calculated at the
current time step. The future trajectory of the target vehicle
is assumed from the current combination of hypotheses, and
multiple prediction tracks are generated within the prediction
horizon. This approach is useful for delivering the trajectory
information in the form of waypoints. The most intuitive way
will be to use the mixture in the prediction horizon as follows:

g0 =2 p O 1) F @Y ) =) ). @o)
fcﬁill in (40) denotes the prediction from each hypothesis at
the previous prediction step, where the states in the prediction
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Fig. 7. Test site: Bang-I Station intersection. The data were collected for
the left turn from the southwest to the northwest direction.

domain are indexed and represented with m. The prediction
is initiated from the currently mixed track in (38). Therefore,
for the first prediction step of m = 1,

(D) _ oM
'xm—ll’":l - Xklk'

(41)

fcnﬂf in (40) denotes the track predicted at the m-th prediction
step. As the observation is not available for m > 2, the
predicted track is utilized as a pseudo-observation. Thus, the
projected observation zf,',) for each hypothesis is obtained
from £M". The velocity during the prediction is assumed to
be constant. The computation cost can be further reduced by
using the mixture of properties to approximate the prediction
in (40) instead of calculating the prediction for every hypoth-
esis, as follows:

B = @y upy =eply), (42)
where the mixture of property cﬁl”_l is
M =3V p@P 1z . (43)

V. EXPERIMENT RESULTS
A. Test Site

The proposed framework was verified with the case of left
turn at the intersection. The dataset was collected at two only-
left-turn lanes on the 4-way intersection of ‘Bang-I Station’
(37°30'31.01”N, 127°7'33.79"E, Seoul, South Korea) from
southwest to northwest, as depicted in Fig. 7. The local
Cartesian coordinate was set at the origin located on the
bottom-left side of Fig. 7 from which the y-axis was aligned
to the inlet lane.

In addition, Table I lists four classes of representative
maneuvers observed during the left turn at the test lanes along
with their frequency, where a certain amount of abnormal
lane changes was observed. Apparently, the higher frequency
of abnormal lane changes from 1% to 2" lane indicated an
effect of the downtown—Ilocated downstream—on the turning
behavior of the vehicles.
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TABLE I
REPRESENTATIVE MANEUVERS DURING LEFT TURN
Exit
Entry 1st 2nd
1st 803 % | 19.7 %
ond | 178 % | 822 %

For example, 15¢ (Entry) to 29 (Exit) represents the lane change from
15 Jane to 2™9 lane during the left turn. The cases of 1% to 27d and 27d
to 15¢ are classified as abnormal lane changes.

TABLE 11
DATASET COMPOSITION

Class Maneuver Count | Portion
Ml 15t o 15t 40 | 280%
M2 15t to 2nd 33 23.1 %
M3 ond o 15t 27 18.9 %
M4 | 2nd o 2nd 43 30.0 %

The trajectory data were collected for 3 months using
an GNSS aided internal navigation system (OxTS RT3003
DGPS-RTK) with which the test vehicle was equipped. The
data were collected at 100 Hz and in a forced manner,
ignoring any possible bias, because naturalistic data collection
requires an extensive period of time to indicate an unspecified
majority and was beyond the scope of this study. The current
experiment was aimed at verifying the ability of distinguishing
between various representative maneuvers and highlighting the
interaction between them. In this experiment, five drivers were
asked to make the left turns for representing the four classes
of maneuvers:

— Normal left turn (1% to 1% lane, 2™ to 2™ lane)

— Abnormal left turn (1%t to 2™ lane, 2™ to 1%t lane)

In total, 175 left turns were executed, and 143 cases were
valid among them. The composition of dataset is represented
in Table II.

B. Maneuver Component

The maneuver components were defined from four repre-
sentative maneuvers in Table I (N = 4) and learned from the
dataset in Table II. As discussed in Section II-B, a total five
control points {P(;|i = 1,...,5} of the quartic Bézier curve
were tuned to minimize the following root-mean-square error
(RMSE):

Ly 2
£ e(z, P()
L
where P(f;) is the closest point on the Bézier curve to the
observed [-th track z; of each sample data, and e(a, b) denotes
the Euclidean distance between a and b; L; denotes the
number of tracks in the sample data. As depicted in Fig. 3,
the distances d; and d» were iteratively tuned to minimize
the RMSE in (44). The dataset of M2 maneuvers collected
at the test site are depicted in Fig. 8, and Table III lists the
five control points learned from the dataset for each maneuver

component in the local coordinate system.

RMSE [m] =

(44)
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Fig. 8. Dataset of M2 maneuvers collected at the test site. The thin curves
represent the collected samples, and the bold red curve denotes the learned
maneuver component mc2).

TABLE IIT
LEARNED CONTROL POINTS FOR MANEUVER COMPONENT

cp LMo me(2) me) me)

X y | X [ v [ x [ v [ x [V

[m] | [m] | [m] | [m] | [m] | [m] | [m] | [m]
Po| 83.17 | 37.76 | 83.17 | 37.76 | 86.08 | 38.14 | 86.08 | 38.14
P | 8345 | 55.25| 8355 | 56.47 | 8656 | 57.13 | 86.68 | 60.37
Py | 8375 | 74.25 | 8395 | 77.47 | 8698 | 74.13 | 87.12 | 77.36
P3| 6476 | 75.06 | 6296 | 78.24 | 70.00 | 74.85 | 70.13 | 77.98
Py| 5078 | 75.66 | 5097 | 78.68 | 50.78 | 75.66 | 5097 | 78.68

CP: control point. All values are in local Cartesian coordinate.

C. Parameters

The sample time AT} was set to 0.1 s for maneuver clas-
sification and tracking. A short sample time would decrease
the resolution during calculation of likelihood and make the
system prone to noises in the observation, whereas a relatively
long sample time would decrease the resolution of the predic-
tion. Similarly, the sample time AT, was set to 0.2 s for the
prediction in this experiment. Moreover, the parameters for
noises in (10) were set as per Table IV, and the MTM in (34),
which was considered time-invariant in this study, was tuned
as follows:

0.8 0.050.05 0.1
0.05 0.75 0.15 0.05
0.05 0.15 0.75 0.05
0.1 0.050.05 0.8

A= (45)

In addition, the initial a-posteriori of each hypothesis in (37)
was uniformly set because the hypotheses were not distin-
guishable at the initial stage of observation in the configuration
of this experiment.

Py = {0.25 0.25 0.25 0.25} (46)

D. Tracking Results

The tracking results with the mixture in Section IV-C are
presented here. The results from two frameworks—the conven-
tional CTRV II model-based EKF framework without multiple
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TABLE IV
NOISE PARAMETERS

Parameter Unit Value
Oz [m] 0.30
oy [m] 0.30
oy [rad] 0.2
Ok [m~1] 2
Oa [ms™ 2] 1
TABLE V

AVERAGED RMSE VALUES FOR TRACKING OF POSITION AND VELOCITY

RMSE Model Ml M2 M3 M4
Position CTRV 1I (a) 0488 0613 0889  0.485
(morm.) TRy [LIMM (b) 0457 0415 0469  0.448
Velocity CTRV I (a) 1401 0890 1.198 1.164
[km/h]

CTRV II-IMM (b) 1411 0910 1.193  1.178

CTRV II-IMM denotes the proposed IMM based approach.

hypotheses and the proposed IMM-based framework—were
comparatively analyzed. Consequently, the efficacy of using
multiple hypotheses was verified with the experiment results
from the proposed framework. Fig. 9 presents the track-
ing results for the M2 sample, where Fig. 9(b) depicts the
calculation process of marginal likelihood from (29), as an
implementation of Fig. 6. At the instant of capturing the
Fig. 9(b), the likelihood for H(* and H? had the highest
value as depicted in Fig. 9(c). As represented in Fig. 9(a), the
generated mixture track accurately followed the observation.

Table V represents the overall tracking results for all the
143 samples, where the normalized RMSE was used for
evaluating the position tracking as follows:

L M
22 ez, HEy)?
Ly

5

(47)

RMSE(norm.) = (,/o? + a}?)_l\/

where z; denotes the actual observation at each time step,
and L, is the number of tracks. Although there were no
remarkable differences between the two models during the
mild curvature change for maneuver classes of M1 and
M4, the proposed IMM-based framework showed significant
improvements during the highly dynamic curvature change
for maneuver classes M2 and M3. This improvement was
attributed to the prior set of maneuver components, which
acted as a feed-forward element in the context of tracking,
as discussed in Section IV-C. The larger value of normalized
tracking error could possibly result in a poorer classification
performance.

E. Trajectory Prediction Results

The accuracy of the long-term trajectory prediction
was determined using the mean-absolute-error (MAE). For
evaluation in terms of travel direction, the Euclidean distance
between the predicted track H J'E,[Z[ in (42) and the closest point
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Fig. 9. Tracking results for the M2 sample. (a) Tracking results of all obser-
vations. Red circle: observations, zy: observation at 3 s, blue square: mixture
track, (b) Calculation of marginal likelihood at 3 s. The red and dashed curves
represent the ellipse of S{IEZ) and the ellipses of other SHT(’), respectively; zg:
observation, blue cross: a-priori position of %,Ez); (c) Calculated marginal
likelihood, (d) Calculated a-posteriori of each hypothesis.
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TABLE VI
MAE VALUES FOR TRAJECTORY PREDICTION AT #j,
M1 M2 M3 M4 Total
Framework
[m] | [m] | [m] | [m] | [m]
Proposed 1.117 | 0.916 | 0.828 | 0.722 | 0.897
LSTM
encoder decoder [35] 1.745 | 1.229 | 1.054 | 0.862 | 1.230
RNN-FF [24] 2.173 | 1.506 | 1.497 | 2.339 | 1.942
GMM [10] 2482 | 1.792 | 2.151 1.949 | 2.098

The LSTM encoder decoder features the input data of xy-position, heading,
and velocity and was trained from xy-position. The input sequence contains
the past trajectory of 3 s, and the hidden size was set to 100. In this
configuration, a total of 88,573 snippets were generated. The parameters of
other models were set the same as in the literatures, and data were split into
training (70%) and test (30%) sets randomly.

to H)?,A,:’ on the line fitted for observations was evaluated for
each prediction, and the errors were averaged for all samples.
This can be regarded as a metric that measures the error
from lateral displacement. The prediction horizon was set to
t, = 5 s. If the predicted instant exceeded the instant of final
observation, the horizon was limited to the instant of final
observation at the exit of the intersection. The MAE values
were calculated for the predictions at #;,, which were predicted
at 7, + 3 s; t, denotes the first instant of observation.

Table VI presents the results of trajectory prediction for all
the samples. This result of trajectory prediction, which is ded-
icated to maneuvers at the intersection, is a unique part of our
study. For the comparative analysis, we conducted the experi-
ments using three other machine-learning-based approaches to
which our dataset is applicable, including the LSTM-based one
that is currently popular in the field of trajectory prediction.
As shown in Table VI, the proposed framework outperformed
the other machine-learning-based approaches for all the types
of maneuvers in terms of the prediction accuracy. This might
be owing to the high level of uncertainty in the maneuvers
at intersection, and it was verified that the prior knowledge of
maneuver patterns can be an effective solution to counteracting
the uncertainty at a specific intersection. Overall, the accuracy
for the M1 and M2 samples was relatively worse because two
maneuvers are not distinctive of each other at the early stage
of the turn. Notably, a certain level of prediction error existed
for the M1 and M4 samples that followed normal lane driving
without lane change, because the turning itself creates a larger
uncertainty as compared to the cases of highway driving.
Because the dataset was not large-scale, it might be improved
for other machine-learning-based models with a lot more data
for a specific location, but it would be very costly because
there are a lot of urban intersections of different dimensions
and layouts. In other words, the proposed framework is able to
provide accurate and stable trajectory predictions with a rela-
tively small amount of data and an easy initialization process.

Moreover, Fig. 10 represents the sequential prediction
results for several samples, where the accuracy increased with
time owing to the clearer distinction between the maneuver
components. Similarly, the samples of M3 class exhibited
better results than those of M2. As shown in Fig. 10, the
prediction was stable during the entire horizon and indicated
one of the benefits and strengths of the proposed framework.
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Fig. 10. Results of trajectory prediction per time step until 4 s from the start of the observation. (a), (b): M2 samples, (c): M3 sample. The blue plus sign,
circle, and dotted curves represent the predicted tracks, actual observations, and maneuver components, respectively.

In addition, a sensitivity analysis was conducted to verify
the stability of trajectory prediction by varying the values
of noise parameters and MTM, which are the representative
parameters of the proposed model. A previous study [27]
demonstrated that the tracking performance is not sensitive
to the variation of MTM in the IMM-based approach. To ver-
ify such a characteristic of the IMM-based framework, the
accuracy of the trajectory prediction was investigated for the
following three additional variants of MTM, in which the value
of each element was arbitrarily set.

0.6 02 0.1 0.1
A, _ |02 06 01 01
2= 101 0.1 06 02
(0.1 0.1 02 06 |
07 03 0 0]
A.— | 03069001 0
3710 001 069 0.3
0 0 03 07 |
09 01 0 0]
0.1 0.89 0.01 0
Av=1" 001 089 0.1 (48)
L0 0 01 09 |

As shown in Table VII, the prediction accuracy for M1
and M4 was enhanced for larger values of the diagonal
elements in MTM, whereas the accuracy for M2 and M3 was
enhanced for larger values of the transition elements in MTM.
However, there was no significant difference in accuracy
between the variants of MTM, which corroborates the dis-
cussion in the literature [27]. In the case of noise parameters,

TABLE VII
MAE VALUES FOR TRAJECTORY PREDICTION AT f;, FOR VARIOUS MTM

MM | ML [ M2 [ M3 [ Mé4 [ Totl
[m] | [m] | [m] | [m] | [m]
A1 | L117 | 0916 | 0.828 | 0.722 | 0.897
Ax | 1112 | 0967 | 0.851 | 0.733 | 0.915
Az | 1214 | 1.004 | 0.843 | 0.780 | 0.965
As | 1002 | 0993 | 1.057 | 0.675 | 0912
TABLE VIII

MAE VALUES FOR TRAJECTORY PREDICTION AT f;, FOR
VARIOUS NOISE LEVELS IN OBSERVATION

Caw =0Oay | MI | M2 | M3 | M4 | Total
[m] (m] | [m | [m | [m] | [m]

0 1117 | 0916 | 0.828 | 0.722 | 0.897

0.1 1274 | 0911 | 0.863 | 1.033 | 1.040

0.2 1284 | 0.943 | 0.838 | 1.086 | 1.062

0a,z and o4 4 denote the standard deviations of additional noise applied to
the observation of the x and y positions, respectively.

we conducted additional experiments with various noise levels
at the observed position for each coordinate axis. Because the
relevant parameters were set in accordance with the actual
observation noise levels, we applied non-trivial additional
noises of various levels to the observations in the test samples.
During these additional tests, MTM was set to Aj. Although
the overall accuracy became slightly worse, it has been shown
that the proposed framework is fairly robust to additional
observation noises, as shown in Table VIII. This would be
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Fig. 11. The ROC curves of maneuver classification for various .

TABLE IX
AUC FOR MANEUVER CLASSIFICATION

tp AUC
155 0973
20s 0.951
25 0910
30s 0.862

the benefit from the filtering structure. It is interesting that the
accuracy for M2 even improved with additional noises, and it
seems that the enlarged noise parameter worked in a positive
way for the trajectory prediction of the M2 samples.

F. Maneuver Classification Results

The main objective of maneuver classification is to detect
the abnormal lane change by the target vehicle, which is
crucial for the path planning of the autonomous vehicle. The
proposed IMM-based framework can fulfill this objective with
the posterior probability of the hypothesis described in (28)
for }CIEZ) and fH,@ corresponding to the M2 and M3 cases,
respectively. The quality of classification was evaluated with
the receiver operating characteristic (ROC) curve, which is a
popular measure for evaluating classification problems. The
approach stated in [36] was used to meet the criteria of lane
change and labeling. The sample was labeled as positive in
case the lane change actually occurred after 7,, and the ROC
was plotted for the time span of [f;c — 1, #c], where f;. denotes
the instant of lane change. Moreover, numerous intersections
including the test site do not have lane lines following the
turning. Thus, the 7, was set to the instant at which the
observation crossed the virtual lane line set at a point that
laterally deviated dj. from the maneuver component mcj) or
mc4). For example, the M2 sample was labeled as positive if
the observation crossed a point that deviated dj. from mcy)
after f,. The dj. was set to 1.5 m in the analysis.

The ROC curves for various values of f,[s] =
[1.52.0 2.5 3.0] are charted in Fig. 11, and the values of area
under curve (AUC) are listed in Table IX. The results were
remarkable because they were comparable to the results for
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Fig. 13.  Maneuver classification by the trajectory prediction for 7, = 2 s.

The solid curve denotes the ROC curve, and the three crosses denote the three
operating points of classification by the trajectory prediction.

the cases of highway driving as summarized in [21]. The AUC
dropped below 0.9 when 7, = 3.0 s, because the lane-changing
sub-maneuver was not clearly distinguished from the main
maneuver of turning at the intersection; this creates the main
difficulty for the prediction at intersection. As stated in the
Introduction and observed from Fig. 11, a certain amount of
false-positive rate is inevitable when focusing on the reduction
of the false negative rate for the safety of autonomous vehicles.
This negotiation could be regarded as defensive driving by the
machine.

The lane change during turning can occur with lower
components of mc() or mc(3). The M2 sample presented in
Fig. 10(b) indicates this case. As presented in Fig. 12, the
posterior probability of J{,(cz) was not prominent throughout the
observations for this sample. In such cases, the maneuvers can
be deterministically classified using the trajectory prediction
presented in the previous section. The trajectory is considered
a positive case when it is predicted to cross the virtual lane
line. The classification results from the trajectory prediction at
various operating points for z, = 2 s are presented in Fig. 13,
which show that the quality of classification can be improved
with a deterministic approach. For example, the margin in the
false negative rate increases by 9.2% for the false positive rate
of about 5.6%.
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VI. CONCLUSION

The maneuver classification, tracking, and trajectory predic-
tion could be integrated in an all-in-one interactive framework
with a confined prior set of maneuver components. This
confined set of prior knowledge is vital to reduce the large
uncertainties posed at the intersection, which makes the future
less uncertain. The proposed framework could make smooth
and stable predictions over time by virtue of the interactions
between multiple hypotheses. In addition, the quality of the
maneuver classification is guaranteed to improve in the inher-
ent probabilistic framework, which can be further determin-
istically elaborated with the trajectory prediction. Moreover,
the improved quality of tracking would enhance the quality of
classification and prediction. This awareness achieved on the
present and future trajectories will potentially enable a stable
support using C-ITS for the planning of autonomous vehicles
in urban areas.

The limitation of our work is the computational cost when
the number of maneuver components increases because the
proposed framework uses multiple Kalman filters for the
interactions between multiple hypotheses. The computational
complexity is multiplied by the number of hypotheses.

Because other types of models including neural-network
model can be integrated into the proposed interactive frame-
work if they are combined with appropriate hypotheses and
probabilistic treatments for interacting mechanism, we will
further explore the possibilities of computational optimization
with various configurations of interactive framework in the
future works. We will also address improved harmonization
between prior knowledge and data, as well as the interaction
of other traffic participants especially in traffic incidents.
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