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Lumped Disturbance Compensation using Extended Kalman Filter for
Permanent Magnet Linear Motor System
Jonghwa Kim, Kwanghyun Cho, and Seibum Choi*

Abstract: In this paper, an extended Kalman filter is designed and applied to a feed-forward based lumped dis-
turbance compensator which consists of position dependent functions for a permanent magnet linear synchronous
motor system. In our previous research, a lumped disturbance model including the force ripple and the Coulomb
friction force was developed and utilized as a feed-forward controller. To improve the performance of that model,
following two studies are conducted. First, an initial position estimator is designed to create synchronization be-
tween the model and real disturbance. This step is necessary because almost all linear motor systems are equipped
with an incremental encoder for position measurement. Second, to cancel out a slight variation in real disturbance,
an adaptive controller in the form of coefficients adaptation is designed. These two studies are combined by a sixth
order extended Kalman filter. To make a comparison, a recursive least squares filter and disturbance observer and
its modified version are prepared. The effectiveness of the proposed scheme is verified by the overall disturbance
shape, RMS position error and FFT analysis on the position error.

Keywords: Detent force, disturbance observer, extended Kalman filter, feed-forward compensation, force ripple,
initial position, lumped disturbance, permanent magnet linear motor.

1. INTRODUCTION

Many industrial areas such as LED panel transporta-
tion and semi-conductor manufacturing, require high pre-
cision linear motion controlled systems. With a conven-
tional rotary type motor as an actuator, transmission mech-
anisms are positively necessary to convert rotary motion
to translational motion. This indirect structure inevitably
produces some problems: backlash, hysteresis, poor en-
ergy efficiency and limited system bandwidth. To resolve
these issues, direct-driven linear motor systems have been
developed and used. However, paradoxically, in the ab-
sence of any indirect apparatus, the linear motor system
becomes quite sensitive to model uncertainties and exter-
nal disturbances.

Two representative disturbances in the motor driven
system are the force ripple and the friction force. The
friction force can be considered as a constant except for
the very low speed region where the Stribeck effect [1] is
notable. On the other hand, the force ripple can be cate-
gorized as the detent force and the reluctance force. The
detent force originates from the mechanical structure. In
permanent magnet motor systems, iron is sometimes in-
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serted into the coils to obtain high thrust force and high
power density. This means there is a mutual attraction be-
tween the stator and the rotor all the time regardless of op-
erating conditions, even when the power is off. Therefore,
this detent force is position dependent and also periodical.
The reluctance force is also related to the structure of the
motor system. The self-inductance of the coil in the mover
is affected by the relative position of it with respect to the
permanent magnets.

In the real system, there are some other additional fac-
tors that form the force ripple [2–4]. These factors are due
to imperfections, such as uneven magnetic force among
the permanent magnets and imperfect current waveform.
Due to these factors, the force ripple has higher order
harmonics (e.g., the 2nd , 4th, 6th and even the 12th or-
der). Consequently, to achieve more precise motion con-
trol, analysis of the target plant system for its dominant
harmonic order and corresponding magnitude should be
conducted.

For more than a decade, there have been many studies
to compensate for this force ripple. However, some re-
searches [5–8] have used only the fundamental harmonic
term without any additional analysis to determine whether
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the higher order harmonics are negligible or not. Mean-
while, some researchers concluded that up to the 6th order
harmonics should be compensated for precise motion con-
trol [3]. Further, Bascetta et al. tried to compensate for
the force ripple with the information of up to the 10th or-
der harmonics [4]. In our previous research [2], more than
87% of the force ripple was supposed to be eliminated by
accurate compensation for up to the 4th order harmonics.

Besides, due to the imperfections of a linear motor sys-
tem, the force ripple is not exactly periodic, but ‘periodic-
like’ (i.e., the magnitude, offset and period of the force rip-
ple are slightly different along the position). This means
that the coefficient of each harmonic order for the force
ripple compensation should be different along the mo-
tor position. However, this effect has not been handled
sufficiently, and some experiments have been conducted
within the range of a single pole pitch of permanent mag-
net [5, 9, 10] or just 2 or 3 poles [6, 7, 11–13]. One study
sought to find each single coefficient for each harmon-
ics compensation regardless of translator position for the
whole operating range of 0.25m [14]. In that case, the
performance of motion control would naturally get deteri-
orated along with the non-periodicity of the imperfection.
Another study adopted a recursive least squares method
for an adaptive control approach [6]. The performance
was not quite satisfactory since the compensating coeffi-
cients of the force ripple can not change fast enough from
a permanent magnet to the next one.

In general, the required position error boundary in a lin-
ear motor system is very tight (e.g., a few micrometers) for
using an absolute encoder, and therefore the incremental
encoder is utilized as a position sensor. This means, from
the feed-forward compensation point of view, information
on the absolute starting (initial) position is necessary and
should be reflected. In this study, we did this with an ex-
tended Kalman filter.

Some studies [4, 15] suggested a look-up table strategy
through experimental data fitting, which might be sim-
pler and easier than analyzing and calculating the posi-
tion dependent sinusoidal function. It might also be con-
venient to consider very high harmonics order (e.g., up
to the 10th order harmonics in [4]). However, the look-
up table method has difficulties while adjusting the table
values by any adaptive control scheme. In addition, the in-
formation about the starting position is necessary for this
method too.

The disturbance observer is utilized in some studies
[10–12, 16], but as analyzed in our previous study [2],
there are some critical weak points. In general, a Q-filter
(a kind of low-pass-filter) is attached to the end of a dis-
turbance observer to attenuate the effect of measurement
noise. The cutoff frequency of the Q-filter is determined
by considering the system bandwidth and sensor proper-
ties, which is usually constant irrespective of the operat-
ing conditions such as traveling speed and moving range.

Meanwhile, the force ripple frequency is increased pro-
portional to the motor speed because of the position de-
pendency. At a high speed, some force ripple harmon-
ics may exceed the Q-filter bandwidth and they will not
be compensated through the disturbance observer. Even
when the Q-filter bandwidth is not exceeded, there are al-
ways some amount of phase lag due to the filtering effect.

To overcome all these limitations, we propose a new
feed-forward based lumped disturbance compensating
method. On the basis of the disturbance model we previ-
ously devised in [2], an extended Kalman filter is designed
and applied to reflect the starting position and to adjust the
coefficient magnitude of the sinusoidal disturbance model.
As a nonlinear filter similar to the extended Kalman filter,
an unscented Kalman filter or a particle filter in stochas-
tic approach might be another candidate [17–20]. In this
case, since we already have the ripple model, the extended
Kalman filter utilizing the model is adopted.

The rest of this paper is organized as follows. The base
disturbance model is introduced and summarized in Sec-
tion 2. The extended Kalman filter is designed in Section
3. The recursive least squares algorithm and the delta dis-
turbance observer are described in Section 4. Then simu-
lation results and experimental results are shown in Sec-
tions 5 and 6, respectively. Finally conclusions are given
in Section 7.

2. BASE DISTURBANCE MODEL

The disturbance observer is famous for its simplicity
and relatively powerful performance for compensating the
disturbance in lumped form and even the parametric er-
ror. For that reason, it has been applied to various area
[21–25]. General structure of the disturbance observer is
depicted in Fig. 1. As mentioned in the introduction and
described in Fig. 2, however, the disturbance observer has
a limitation in compensating for the lumped disturbance at
high speed operating conditions, because of both the posi-
tion dependent property of the force ripple and the upper
limit of the Q-filter bandwidth. As an alternative, we sug-
gested a feed-forward disturbance compensation method
in [2]. The method can be summarized as follows. First,
some experiments are conducted at constant but various
speed conditions with the disturbance observer. Then, the
output signal of the disturbance observer is analyzed off-
line through the auto-correlation, fast Fourier transform
and averaging. Finally, the coefficients of the sinusoidal
lumped disturbance are acquired as a function of position.

In the above described method, disturbance information
for the feed-forward compensation is given as a function
of position. This creates a consistent performance in dis-
turbance compensation regardless of the traveling speed,
differently from the disturbance observer.

In fact, some delay is included in the previous position
dependent disturbance model because it is acquired by off-
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Fig. 1. General structure of disturbance observer.
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line analysis with the disturbance observer output, which
is passed through a Q-filter. However this can be com-
pensated by initial position estimation using an extended
Kalman filter, which will be discussed in the following
section.

For the continuity of sinusoidal position dependent dis-
turbance model at each boundary of the permanent mag-
nets, some smoothing of the disturbance model was ap-
plied within the ±1mm region of each boundary.

3. EXTENDED KALMAN FILTER DESIGN

Due to nonlinear property of the lumped disturbance
model (i.e., the sinusoidal characteristic), an extended
Kal man filter is adopted for adaptive control. In our pre-
vious research [2], we concluded that the disturbance in
the permanent magnet linear motor system is supposed to
be eliminated more than 75% by accurate compensation
of up to the 2nd order harmonics, more than 87% by up to
the 4th order harmonics and more than 93% by up to the
6th order harmonics. Considering the effect and compu-
tation time, 0 to 4th order harmonics are modeled for the
feed-forward compensation.

Fig. 3 shows the coefficients of DC, 1st order harmonics
cosine, 2nd order harmonics cosine and 3rd order harmon-
ics cosine along the magnet position (i.e., along the mov-
ing direction of the motor). The coefficients of the sine
component and the 4th order harmonics are omitted in the
figure. The colored dotted lines show the experimental

Weak correlation between travel speed and force ripple coefficient magnitude
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Fig. 3. Experimental analysis and average of coefficient
along the magnet position. (colored dotted line :
experimental data, bold black line : average).

18 data sets and the bold black line presents the average,
which is identical to the position dependent lumped dis-
turbance model described in the previous section. As can
be seen easily in the figure, the variation from the aver-
age is relatively small in the case of the 2nd , 3rd and 4th

(though the 4th is omitted in the figure) compared with
that of the DC and 1st . Thus, to reduce the computational
burden, the real time offset error from the lumped distur-
bance model of only the DC and 1st order harmonics term
will be adapted by extended Kalman filter. In other words,
the 2nd , 3rd and 4th order harmonics components are not
adapted. And the coefficient adaptation scheme is enacted
by adding the difference between the feed-forward model
and the real value rather than by multiplying the ratio be-
tween them. This is because some coefficient values are
close to zero and the overall shape seems to overlap very
well by adding some offset.

The dynamics of the motor mechanical system is given
by

Mẍ(t)+Bẋ(t) = u(t)+d(t), (1)

where M is the mass of the mover, B the viscous friction
coefficient, x(t) the position of the mover, u(t) the thrust
force and d(t) the lumped disturbance including the detent
force and the friction force as well as external disturbance.
Assuming that the lumped disturbance consists of up to
the 4th order harmonics, d(t) in (1) can be decomposed as
follows:

d(t) =
[
(CA0 +C0)+(CA1 +C1) · cos

( 2π
xpp

(x+ xs)
)

+(CA2 +C2) · sin
( 2π

xpp
(x+ xs)

)
+C3 · cos

( 2π
xpp

(x+ xs)∗2
)
+C4 · sin

( 2π
xpp

(x+ xs)∗2
)
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+C5 · cos
( 2π

xpp
(x+ xs)∗3

)
+C6 · sin

( 2π
xpp

(x+ xs)∗3
)

+C7 · cos
( 2π

xpp
(x+ xs)∗4

)
+C8 · sin

( 2π
xpp

(x+ xs)∗4
)]

,

(2)

where CA0, CA1 and CA2 are the coefficient errors to be
adapted by the extended Kalman filter, C0 ∼ C8 the coef-
ficients of the position dependent disturbance model for
feed-forward compensation, xpp is the pole pitch of the
permanent magnets and xs the initial position that is to be
estimated by the extended Kalman filter.

The variable x for the extended Kalman filter is chosen
as follows:

x =


x1

x2

x3

x4

x5

x6

=


x
ẋ

x+ xs

CA0

CA1

CA2

 , (3)

then the state space representation is given by

ẋ1 = x2,

ẋ2 =− B
M

x2 +
1
M

u+
[
(x4 +C0)

M

+
(x5 +C1)

M
cos

(
2π
xpp

(x3)

)
+

(x6 +C2)

M
sin

(
2π
xpp

(x3)

)
+

C3

M
cos

(
2π
xpp

(x3)∗2
)
+

C4

M
sin

(
2π
xpp

(x3)∗2
)
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C5

M
cos

(
2π
xpp

(x3)∗3
)
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C6

M
sin

(
2π
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(x3)∗3
)

+
C7

M
cos

(
2π
xpp

(x3)∗4
)
+

C8

M
sin

(
2π
xpp

(x3)∗4
)]

,

ẋ3 = x2,

ẋ4 = 0,

ẋ5 = 0,

ẋ6 = 0, (4)

where it is assumed that ẋs ≃ 0, ĊA0 ≃ 0, ĊA1 ≃ 0 and
ĊA2 ≃ 0. This seems reasonable from Fig. 3. In that figure,
the offset value itself is different by cases, but the variation
along the magnet position is small.

Using forward rectangular approximation, (4) is dis-
cretized as follows:

x1(k+1) = x1(k)+Tsx2(k),

x2(k+1) =
(

1− TsB
M

)
x2(k)+

Ts

M
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+
Ts
(
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)
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Fig. 4. Process of the extended Kalman filter.
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+
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)
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+
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x3(k+1) = x3(k)+Tsx2(k),

x4(k+1) = x4(k),

x5(k+1) = x5(k),

x6(k+1) = x6(k), (5)

where Ts is the sampling time. The design parameters for
the extended Kalman filter are chosen as follows:

x̂0 =
[

0 0 0 0 0 0
]T

,

diag(P0) =
[

10−4 10−4 10+5 10+8 10+6 10+3
]
,

diag(Q) =
[

10−4 10+3 10−1 10+6 10+8 10+7
]
,

R =
[
10−2] ,

H =
[

1 0 0 0 0 0
]
, (6)

where x̂0 is an estimate of the initial state, P0 the error
covariance matrix of the initial state, Q the system noise
covariance matrix, R the measurement noise covariance
matrix and H the output matrix.

In general, the extended Kalman filter consists of
mainly two procedures, the ′Time update (Predict)′ and
the ’Measurement update (Correct)’ as shown in Fig. 4.
With the tuning parameters in (6), the variable x is recur-
sively calculated through those processes.

The entire structure including the proposed extended
Kalman filter is shown in Fig. 5. In the figure, CPID_FB

means a proportional integral derivative (PID) feedback
controller, CIPM_FF a inverted plant model (IPM) feed-
forward controller and Cdist_FF a feed-forward disturbance
compensator.
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• Entire structure with EKF for xs and coefficients adaptation
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Fig. 5. Entire structure with EKF for initial position esti-
mation and coefficients adaptation.

In fact, in a real system (i.e., in a practical environment),
the viscous friction coefficient B in (5) changes with time
due to dust, rust, subtle deformation and so on. The mover
mass M can also be changed depending on the load. How-
ever, in those cases, with this suggested method, there is
no need to redo the disturbance identification work. In
other words, it is neither necessary to reconstruct the feed-
forward model itself nor redesign the extended Kalman
filter. Just redefining M and B with new ones is enough.
This is a very convenient and advantageous point com-
pared with the curve fitting method [13] or the look up
table scheme [4, 15].

4. RECURSIVE LEAST SQUARES ALGORITHM
AND DELTA DISTURBANCE OBSERVER

DESIGN

As a comparative method to the suggested extended
Kalman filter, the recursive least squares filter [6] and a
modified version of the disturbance observer [10–12, 16]
have been constructed.

4.1. Recursive least squares filter design

The general structure of the recursive least squares filter
as in [6] is given by

d =

[
1 cos

( 2π
xpp

x
)

sin
( 2π

xpp
x
)]


CDC

C1cos

C1sin

 + v,

(7)

where CDC is the coefficient of the DC term, C1cos the co-
sine coefficient of the 1st order harmonics, C1sin the sine
coefficient of the 1st order harmonics and v the measure-
ment noise. However, with (7), at the boundary of each
permanent magnet, where the coefficients vary immedi-
ately, the adaptation response is slow and the tracking er-
ror becomes larger. To solve this problem and also fully
utilize the information available, a modified version is de-

• Entire structure with EKF for xs and RLS for adaptation
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Fig. 6. Entire structure with EKF for initial position esti-
mation and RLS for coefficients adaptation.

vised as follows:

d =

[
C0 C1 cos

( 2π
xpp

x
)

C2 sin
( 2π

xpp
x
)]


GA0

GA1

GA2

+ v,

(8)

where C0, C1 and C2 are the feed-forward disturbance
model coefficients identical to those in (2), and GA0, GA1

and GA2 the factors to be multiplied to the feed-forward
model, respectively. The design parameter for the recur-
sive least squares filter in (8) is chosen as follows:

x̂0 =

 1
1
1

 , P0 =

 3 0 0
0 3 0
0 0 1

 , R =
[
10+0] , (9)

where x̂0 is the initial estimate of GA0, GA1 and GA2.
This recursive least squares filter is for the adaptation of

disturbance model coefficients in (2) and not for the initial
position estimation. Therefore, for an impartial compari-
son with the suggested extended Kalman filter, the starting
point estimation algorithm in the extended Kalman filer is
adopted. The entire block diagram of this control scheme
is depicted in Fig. 6.

4.2. Delta disturbance observer design
The typical structure of the disturbance observer was

already shown in Fig. 1. The general role of the distur-
bance observer is to compensate for the entire disturbance
at once as in that figure. However, there are some short-
comings with the disturbance observer: magnitude reduc-
tion near the cutoff frequency of the Q-filter and a phase
lag.

To overcome these limitations and for the full applica-
tion of available disturbance information, a delta distur-
bance observer is designed. As can be seen in Fig. 7, the
delta(∆) means the difference between the feed-forward
disturbance model Cdist_FF and the real disturbance d. By
adopting this delta disturbance observer with an identical
Q-filter bandwidth, the reduction amount among the dis-
turbance to be compensated can be decreased compared
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• Entire structure with EKF for xs and DOB for Δd
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to that of general disturbance observer described in Fig.
1. In other words, even though the reduction ratio is fixed
by the same cutoff frequency of the Q-filter, the reduction
amount can be cut down along with the less amount of
input entering the Q-filter.

5. SIMULATION RESULTS

Prior to experimental validation, we conducted simula-
tions. The extended Kalman filter is designed as described
in section III. The disturbance observer output of one ex-
periment data is employed as the virtual lumped distur-
bance d.

The simulation results are shown in Fig. 8 and Fig.
9. In those figures, the red dotted line, green dashed line
and blue solid line indicate the virtual disturbance, feed-
forward compensation without the extended Kalman filter
and with the extended Kalman filter, respectively. Fig. 8
shows how the suggested extended Kalman filter identi-
fies the lumped disturbance effectively. As explained in
Section 3, one of the two roles of the proposed extended
Kalman filter is to provide accurate coefficients of the DC
and 1st order harmonics. Fig. 9 shows that the disturbance
coefficient adaptation scheme is working very fast.
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Fig. 9. Simulation result of lumped disturbance coeffi-
cient: (a) DC component. (b) 1st order sin har-
monics.

6. EXPERIMENTAL RESULTS

To verify the control schemes described in the previ-
ous sections, we performed experiments using a perma-
nent magnet linear synchronous motor system.

6.1. Experimental setup
All the experiments were carried out with the prototype

permanent magnet linear synchronous motor system de-
picted in Fig. 10. The system parameters are given in
Table 1. These parameters were obtained by a system
identification method which is not described in this paper.
The PWM inverter used for the experiments had 10kHz
switching frequency and was controlled by a dSPACE DS
1103 board. The current and position controls were exe-
cuted at 50µsec and 0.5msec loop time, respectively. An
optical linear encoder, which had a resolution of 0.5µm,
was installed to measure the position of the mover.

As mentioned in Section 2, the proposed feed-forward
disturbance compensation scheme has an advantage, es-
pecially at a faster traveling speed, where the position de-
pendent force ripple frequency is increased proportional to
the speed, while the disturbance observer shows poor per-
formance due to the limitation of the Q-filter bandwidth.

Fig. 10. Experimental prototype PMLSM system.

Table 1. Parameters of the PMLSM system.

Parameter Symbol Value Unit
Mover mass M 6.70 kg

Viscous friction coefficient B 57.7 N/m/s
Pole pitch xp 22.5 mm
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The maximum Q-filter bandwidth available with the mo-
tor system depicted in Fig. 10 is about 50Hz. We chose
the 1.4 times of the first order harmonic as the Q-filter
bandwidth for the delta disturbance observer considering
that the proposed extended Kalman filter adapts up to the
1st order harmonics. With a pole pitch of 22.5 mm, the
mover speed equivalent to the 1.4 times of the first order
harmonic at 50 Hz is calculated as 0.80 m/s. This oper-
ating speed of 0.80 m/s is practical for many industrial
applications.

Considering the maximum travel distance of the mover
in the experimental prototype which is only 0.5 m, the
travel distance of the mover is limited to about 0.4 m.
Meanwhile, it is assumed that the position dependent
force ripple composes most of the lumped disturbance, the
Coulomb friction is constant and its speed dependent vari-
ation can be adapted by the DC component of the extended
Kalman filter. From those limitation and assumption, the
experiments are performed with the speed scaled down by
the factor of 10, i.e., the travel speed of 0.08 m/s and the
Q-filter bandwidth of 5 Hz.

6.2. Verification of suggested method
A list of all the experiments and the applied control

schemes are summarized in Table 2, where ‘Q□’ in DOB
denotes the corresponding harmonics order of the Q-filter
bandwidth, ‘gen’ and ‘sug’ in RLS indicate the general
RLS (7) and the suggested RLS (8) respectively, and
‘∆DOB’ is the delta disturbance observer shown in Fig.
7. In the case of ‘1st only’ in EKF, C0 ∼ C8 described
in Section 3 are the constants fitted using the first magnet
(i.e., given as position-invariant constants), thus the coef-
ficient errors for other magnets are larger and should be
compensated by CA0 ∼ CA2 of EKF, while those of ‘ f ull’
version are given as a function of position (i.e., the po-
sition dependent constants) as shown in Fig. 3. In other
words, ‘1st only’ version can reduce the memory for EKF,
but the error is increased, whereas ‘ f ull’ version has bet-
ter performance by utilizing all the information available.

As already shown in Fig. 6 and Fig. 7, the proportional
integral derivative (PID) feedback controller CPID_FB and
the inverted plant model (IPM) feed-forward controller
CIPM_FF are commonly applied to all the eight cases.

From the disturbance compensation point of view, the
first three cases in Table 2 utilize the general disturbance
observer as shown in Fig. 1. The remaining five cases
basically adopt the position dependent feed-forward dis-
turbance model (dist FF), and the disturbance error is
compensated by different ways (e.g., RLS, ∆DOB, EKF).
Meanwhile, since the position data is acquired from an in-
cremental encoder, the information of the initial starting
position is necessary. Therefore, for an equitable evalua-
tion of the coefficients adaptation schemes, the initial po-
sition correction algorithm of EKF is applied to all the five
cases.
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Fig. 11. Initial starting position estimate.

(a) DOB (Q1.4). (b) RLS (gen).

(c) RLS (sug). (d) ∆DOB.

(e) EKF (1st only). (f) EKF (full).

Fig. 12. Lumped disturbance comparison.

Fig. 11 shows the initial starting position estimated by
EKF. As mentioned above, to exclude the effect of the ini-
tial position error on the coefficient adaptation ability, data
after convergence (e.g., after 0.15m in the figure) are used
for following performance analysis.

Fig. 12 compares the performance of different distur-
bance estimation schemes. In the figure, the green solid
line represents the real lumped disturbance. Since the
true lumped disturbance is unknown, the disturbance ob-
server output through the Q-filter with bandwidth equiv-
alent to the 10th order harmonics is assumed as the real
disturbance. (This is another reason to experiment at
the traveling speed of 0.08 m/s rather than 0.8 m/s). As
can be seen easily in the figure, the solo disturbance ob-
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Table 2. Experiments list and applied control schemes.

Controller Types Disturbance model Initial position Coefficient Remarks
1stmagnet only Full magnets correction adaptation

DOB (Q1.4) Q filter bandwidth : 1.4*FH1)

DOB (Q2) Q filter bandwidth : 2*FH1)

DOB (Q3) Q filter bandwidth : 3*FH1)

RLS (gen)
√ √ √

General RLS (7)
RLS (sug)

√ √ √
Suggested RLS (8)

∆DOB
√ √

Delta disturbance observer
EKF (1st only)

√ √ √
position-invariant coefficients

EKF (full)
√ √ √

position dependent coefficients
1)FH : Fundamental harmonic

Table 3. RMS error comparison.

RMS error
DOB (Q1.4) 8.6451 µm
DOB (Q2) 7.4039 µm
DOB (Q3) 5.3202 µm
RLS (gen) 4.8756 µm
RLS (sug) 4.0657 µm

∆DOB 2.6715 µm
EKF (1st only) 2.9972 µm

EKF (full) 1.3545 µm

server (Fig. 12(a)) has the worst performance even with
some phase lag, and the suggested ‘full’ version extended
Kalman filter (Fig. 12(f)) demonstrates the best perfor-
mance as expected.

The RMS error of each control scheme is given in Ta-
ble 3. Similarly to the result in Fig. 12, the proposed ’full’
version extended Kalman filter shows the least amount of
RMS error. The recursive least squares method does not
perform well as the extended Kalman filter for the fol-
lowing reasons. The difference in coefficients between
the real disturbance and the disturbance model (dist FF)
can be expressed as the offset as shown in Fig. 3. How-
ever, in the recursive least squares method as given by (7)
or (8), the coefficient errors are compensated by the ra-
tio between the real value and the model, and that ratio
will be changed drastically if the real value is quite small.
As can be seen in Fig. 3, there are indeed some values
near zero. On the other hand, from the result of Fig. 12
and Table 3, the extended Kalman filter of the ‘1st only’
version shows better performance than the recursive least
squares method. However, the RMS error is more than
twice larger than that of ′ f ull′ version. As the variation
between consecutive ripples becomes greater, the RMS er-
ror of the ‘1st only’ version also gets larger. This confirms
that the ′ f ull′ version of the extended Kalman filter is nec-
essary for more precise motion control.

Finally, we conducted a fast Fourier transform analysis
on the position error, and for an additional comparison,
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Fig. 13. FFT analysis on: (a) position error and (b)
lumped disturbance.

we also analyzed the uncompensated raw lumped distur-
bance. The results are shown in Fig. 13. It is necessary to
pay attention to the scale: (b) is 10 times larger than (a).
As can be seen easily in the figure, all the compensating
schemes are good at DC component rejection. However,
the recursive least squares method shows relatively poor
performance for the 1st order harmonics. As mentioned
earlier, this is because of the near-zero values of the dis-
turbance coefficient. In addition, the ‘1st only’ version
extended Kalman filter has the maximum error among the
five control schemes at the 2nd , 3rd and 4th order harmon-
ics. This result is as expected since the coefficient errors
of the 2nd ∼ 4th order harmonics are not adapted in the
‘1st only’ version and also the coefficients are not vary-
ing position dependently, whereas the other four control
schemes are working with position dependent varying co-
efficients.
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7. CONCLUSION

Continuing our previous research on finding the lumped
disturbance model as a position dependent function using
the simple disturbance observer at a relatively low trav-
eling speed where higher harmonics can be detected with
a fixed Q-filter bandwidth, we designed an adaptive con-
troller using an extended Kalman filter for a feed-forward
disturbance compensator as follows. First, the initial start-
ing position of the translator is estimated and reflected to
the feed-forward model. This is important for the feed-
forward position controller since general linear motor sys-
tems are usually equipped with an incremental encoder for
the sake of ultra high resolution. Second, the coefficients
of the disturbance model up to the 1st order harmonics
are adjusted by the extended Kalman filter and compared
with other control schemes such as the disturbance ob-
server and the recursive least squares method. It is veri-
fied that the proposed extended Kalman filter has superior
performance in disturbance compensation and adaptation
in terms of the RMS position error and FFT analysis on
the position error signal.

Also using the suggested method, the Coulomb friction
force is compensated since the DC component is included
in the disturbance model and is adapted by the extended
Kalman filter. Accordingly, by combining the developed
compensation method with an appropriate static friction
and Stribeck effect model, even higher precision motion
control for arbitrary reference trajectory is expected to be
achievable.
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